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PREFACE

This study on assessment and control of non-sampling errors is one
of a series of studies designed to assist countries in planning and im-
plementing household surveys in the context of the National Household
Survey Capability Programme. The United Nations revised Handbook of
Household Surveys is the basic document in the series. It provides tech-
nical information and guidance at a relatively general level to national
statistical organizations charged with conducting household survey pro-
grammes. In eddition to the Handbook, a number of studies are being
undertaken to provide reviews of issues and procedures in specifiec areas
of household survey methodology and operations. The major emphasis of
this series is that of continuing programmes of household surveys.

The content, design and arrangements of household survey programmes
will differ from country to country, reflecting varying needs, circum-
stances, experiences and aveilability of resources. In studying the
options aveilable to them, countries will choose those which make the
best use of their resources to meet their specific needs. The obJective
of these studies is to examine the factors involved in these choices, and
to promote good practices in the design and implementation of household
survey operations.

Errors in survey results may be divided into two broad types: sam-
pling errors and non-sampling errors. In many situations, the contri-
bution of non-sampling error to the total error exceeds the contribution
of the sampling error. The present study provides & broad review, with
numerous illustretions, of major sources and types of non-sampling errors
in household surveys so as to enhance the awareness among survey practi-
tioners of factors which determine the quelity of data they produce. The
study also aims to provide a practical guide to the measurement and con-
trol of non-sampling errors, and to indicate strategies for building up
the quality of statistical data in the long run. The form of the study
is non-technical as far as possible, and the emphasis is on illustrations
from a variety of experiences.

Basic standards and guidelines for the planning, design, organization
and conduct of household surveys are contained in Part One of the revised
Handbook, and much of the material (especially Chapter VIII) is relevant
to the control of non-sampling errors. Issues relating to quality and
operational control of survey data processing are further discussed in
the NHSCP study Survey of Data Processing: A Review of Issues and Pro-
cedures. Issues of survey design and data quality in different subject
matter areas have been discussed in Part Two of the Handbook and in various
other publications of the United Nations and its specialized agencies.

In the preparation of this document, the United Nations was assisted
by Mr. S.S. Zarkovich and Mr. T.B. Jabine serving as consultants. The
document was reviewed at & Technical Meeting on the NHSCP held in April 1981
at New York, and subsequently revised in light of discussions at the meeting.
It is being issued in draft form to obtain comments and feedback, from as
many readers as possible, prior to its publication in final form.
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CHAPTER I

INTRODUCTION

A. Objectives, audience and scope

1. ObJjectives and context

This document is one of a series designed to provide technical
support to countries participating in the United Nations National House-
hold Survey Capability Programme (NHSCP). It addresses issues relating
to assessment and control of errors in the context of new opportunities
and approaches offered by continuity and integration in household survey
operations. Its first objective is to provide a broad review of major

sources and types of non-sampling errors in household surveys, so as to

enhance the awareness among survey professionals of the factors which
determine the quality of data they produce. Its second objective is to

provide a practical guide to the measurement and control of these errors,

and to indicate strategies for buildipg up the quality of statistical
data in the long run. The form of the study is non-technical as far as
possible. The emphasis is on illustrations from a variety of experiences.
The context of this study is defined by the objectives and scope of
the NHSCP. The Programme is designed "to help interested developing coun-
tries obtain, through household surveys and in conjunction with data from
censuses and other sources, a continuing flow of integrated statistics
for their development plans, policies and programmes, and in line with
their own priorities. For this purpose, the NHSCP aims to assist the
interested countries to develop enduring national instruments and skills
for survey-taking" (United Nations, 1980b). Being a country-oriented
progremme, the NHSCP does not propagate any fixed model of surveys. The
complexity and extent of the data collection programme will differ from
country to country, depending upon specific data needs and potentialities.
However, an essential feature of all NHSCP country programmes is

continuity and integration of household survey activities. Such continuity



and integration provides new opportunities for the improvement and
evaluation of the data quality. The establishment of permanent teams
of professional, semi-professional and other staff engaged in survey
work makes it possible for the organization to undertake a systematic
collection of experience on all aspects of survey design and implementa-
tion. This would include empirical information on the suitebility and
clarity of concepts, definitions, classifications, wording of questions,
on fieldwork conditions, etc. At the same time, in a continuing pro-
gramme, quantitative information relevant for more efficient and cost-
effective design of surveys can be accumulated and fed from one survey
into the design of the next. The development and use of common survey-
taking facilities permits the spreading of costs over a number of surveys,
making it possible to use improved procedures which, for cost as well as
technical reasons, are not available when individual surveys are under-
teken in isolation and on an ad hoc basis. For example, the preparation
end maintenance of accurate sampling frames is often one of the most
expensive elements in sample survey operations, specially in developing
countries. It is rarely feasible to devote the substantial resources
required for this purpose if the frame is to be used only for a single
or a few ad hoc surveys. However, in the context of a continuing and
planned series of household surveys, it becomes cost-justifiable to devote
considerable resources to the development of adequate sampling frames
and to the measurement and control of coverage errors. The presence of
regular and permanent enumerators in sample areas permits more thorough
and cost-effective follow-up or call-back strategies, and hence greater
control of non-response. Similarly, the cost of training of field and
office staff can be shared between surveys; furthermore, continuity of
operations facilitates building into the primary data collection
activities special studies for evaluation and assessment of errors at
substantially reduced costs.

At the same time, it bears emphasizing that to reap the benefits
of a continuing programme the survey organization must avoid repeating

past methods and procedures in routine fashion. It must be alert to



changes that may be called for as a result of changing circumstances
and engage in a continuing process of evaluation and assessment of
methods, procedures and data quality.

The gradual building up of the quality of the date is a long-
term task which has to be seen as an integral part of the day-to-day
operations. Adequate resources must be allocated and organizational
arrangements set up for continuing work on the evaluation and improve-
ment of data quality, as & part of the programme designed to meet long-

term as well as immediate data needs.

2. Audience

This document is intended for a broad spectrum of survey practi-
tioners: designers and menagers of household surveys and other pro-
fessional staff working on survey programmes in national statistical
organizations in developing countries. A precondition to the building
up of the quality of survey data is the development of an understanding
of the nature and sources of errors and an assessment of their magnitude
and effect on survey results. This understanding is needed not only by
the technicians involved in the survey work, but also by the managers
and organizers responsible for resource allocation. It is in this con-
text that the present document has been prepared.

Beyond this primary audience, it is expected that the document
will also be of interest to household survey managers and technicians
in developed countries and to users of data from household surveys in

all countries.

3. Scope

Household surveys are sample surveys conducted to obtain data on
various subjects for households and for the families and individuals of
which they are comprised. This document will be concerned mostly with
household surveys in which the data are obtained by face-to-face inter-
views with one or more members of each sample household. The other two
principal methods of data collection -- mail and telephone interview --

are, for obvious reasons, not yet used very much in developing countries.
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In a broad sense, this document is about the guality of survey
data. Quality of survey results is determined by three elements --
relevance, timeliness and accuracy. For statistics to be useful and
actually used, none of these three elements can be neglected. The
scope, timing, interrelationship and content of surveys in a programme
have to be determined such that the relevance to users as well as time-
liness and accuracy of the resulting data are meximized for given cost,
or the cost of achieving the requisite quality are minimized. This
process, sometimes referred to as "total survey design", is concerned
with the broader issues of survey development - assessment of user needs,
determination of scope and content of surveys, their arrangement in
the survey programme, operational planning ete. -, as well as with more
specific issues of optimization of survey design in terms of cost,
accuracy and balance between different sources of error.

Within the framework of overall data quality, this document
focusses on certain aspects of accuracy of household survey data. The

accuracy of survey estimates depends on the sampling and non-sampling

errors of the estimates that result from the survey. Sampling errors
in survey estimates occur because data are collected only for a sample
of the target population; therefore, the estimates may differ from the
values that would have been obtained from a complete census, conducted
under the same general conditions. The magnitude of sampling errors
is a function of the sample design and estimation procedures used.

Non-sampling errors, with which this document is concerned, may

be defined initially as a residual category, that is, as all errors of

estimation that are not the result of sampling. "Residual" does not
necessarily mean "small" or "unimportant'. For many estimates in many

surveys, the contribution of non-sampling error to total error exceeds
the contribution of sampling error. Unlike sampling errors, non-
sampling errors have many different sources, can occur at any stage of
a survey, and are often exceedingly hard to detect and control. A good
understanding of the sources of non-sampling errors and of the methods
available for measuring and controlling them is, therefore, essential

for the successful design and execution of household surveys.



B. The significance of non-sampling errors in survey design

1. Optimal allocation of resources

Designing & household survey calls for numerous decisions as to
the procedures, instruments and personnel that will be used to collect
and process the data. Many of these decisions are eritical to the con-
trol of non-sampling error. Does the sampling frame need updating?

How long & reference period should be used? What respondent rules are
acceptable? How many follow-up visits should be made when no one is

at home on the first visit to a sample dwelling unit? What kinds of
manual and computer edit checks should be applied to the responses
obtained? Decisions on these and other similar matters affect the
allocation of resources. In the face of such numerous decisions, as

vell as many practical constraints and the absence of sufficient in-
formation, optimization of design and procedures can at best be only

an approximate one. Ideally, it requires detailed quantitative estimates
of the costs and errors associated with alternate designs. Such informae-
tion 1s seldom available with the accuracy and detail needed to make an
analysis of all feasible design alternatives.

There ere a number of reasons why no overall models have been
developed for the solution of the most general survey design problem,
namely, the problem of balance between different sources of errors:

(i) There are many practical constraints. The survey

designer does not have all courses of action open

to him. For example, the availability and quality

of sampling materials, field staff, date processing
facilities, ete. has a determining effect on the
choice of the survey design. The process of survey
design begins with a process of identifying, in the
light of practical constraints, a set of feasible
approaches. The time constraints of the survey may
inject another set of considerations very much related

to the balance between different sources of error.
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(ii) Major alternatives of survey design do not necessarily
present themselves as feasible alternatives within a
fixed budget. Different approaches may involve costs
and require facilities which differ in order of magni-
tude or at least differ greatly. The initial cost of
setting-up a new operation or procedure may be quite
different from its recurrent cost as an ongoing process.
Furthermore, a single technique may affect several com-
ponents of the error, in complex ways often impossible
to see in advance.

(iii) Almost all household surveys are "multi-purpose", that
is they are designed to estimate numerous separate
statistics on a variety of topies. The best allocation
of resources may differ substantially for different
estimates and classes of estimates, so that some com-
promise 1s necessary in the overall design.

(iv) Just as a major survey is seldom designed to measure a
single variable, similarly it is seldom designed to
measure variables at a single level of aggregation. The
compromise which is necessary between the often conflict-
ing requirements of national and sub-nationeal requirements
may have important repercussions on the survey design.
Similarly, there are conflicts between the need to
accumulate data over a period to get the best estimates
of levels, and to measure differences and time trends.

In spite of these and other limitations, the underlying principle
of total survey design, more specifically optimization in terms of cost,
accuracy and balance between different sources of error, is of‘great
value in meking many difficult decisions that face the survey designer.
Often the problem of improving survey design presents itself in the
form of the need to concentrate additional resources where they would
do the most good. As Fellegi and Sunter (1974) note, "being able 'to

do the most good', however, presupposes that we know where the most good



may be done, i.e. which sources of error are potentially the most im-
portent under different alternative designs and how to reduce them".
It is necessary to identify the components of error which are poten-
tially the most importent in the sense that they are amenable to the
largest reductions. It is in this sense that the development and im-
' plementation of continuing household survey progremmes offers new and

cost-effective opportunities for improving the total survey design.

2. Evaluation in the context of continuing survey operations

Meny additional factors are involved when the design of a number
of surveys in a programme is considered simulteneously. Indeed, while
a given strategy may not be cost-justifiable for a single survey, it
may become so in the context of a survey programme. For example, while
the cost of establishing an efficient sampling frame of well-defined,
small and uniformly sized area units may be prohibitive in the context
of a single household survey, such a frame may become feasible when
considered in the context of a series of surveys conducted as part of
a national survey programme.

Similarly, the costs of monitoring and evaluation of survey
operations and results appear in a different light when considered in
the context of a survey programme. Monitoring or quality control (i.e.
activities designed to control errors during the operation) is essential
for any survey -- whether ad hoc or part of a programme. However, in
a continuing programme, the cost of monitoring cen be substantially
lower due to the establishment of regular procedures and facilities;
and at the same time, its usefulness is enhanced because it provides
informetion for better management of future surveys.

The contrast is even more marked in relation to the cost of post
hoc evaluation. Apart from eveluation of survey results for substantive
reasons, the expenditure on evaluation is in a sense "wasted" so far as
the results of a current survey are considered in isolation. By con-
trast, evaluation becomes an extremely importent aspect of continuing

survey operations where the objective is to gradually improve survey



design and deta quality and to continuously strive to achieve "more
with less". Such evaluation will be more effective if the recording
or capture of relevant informetion has been built into the survey
procedures; and if the evaluation is carried out soon after completion
of each survey, while the key participants are still available and the
experience is fresh in their minds. Application of the principle of
total survey design to household surveys in a continuing progremme will
be greatly aided if, as noted earlier, the survey organization adopts

a policy of accumulating and cateloguing detailed information relating
to errors of all types and to the costs of each phase of survey opera-
tions. In addition to its utility for improving the design of new sur-
veys, such information can be used by the survey organization to make

a realistic appraisel of the quality of results already produced and

t0 caution users as to their limitations.

3. Some references on total survey design

There is beginning to be some literature on total survey design
which the reader may usefully consult. Fellegi and Sunter (1974), re-
ferred to above, give a lucid discussion of both the advantages and
limitations of its application, followed by several illustrations based
on experiences in Canadian censuses and surveys. Other applications
have been described by Andersen, et al (1979), and Kalsbeek and Lessler
(1978) for surveys of health and medical care expenditures; by Jabine
end Tepping (1973) for the collection of data on occupation and industry;
and by Huang, et &l (1980) for surveys of registration and voting. Some
specific models for total survey design have been discussed by Lessler
(1974), Horvitz and Wolter (1977), and Wolter and Pyne (1978). Rao and
Sastri (1974) provide a general description specifically within the con-

text of comprehensive system of household surveys.

C. Organization of this Document

Chapter II introduces the basic concepts associated with non-

sampling error. As explained in thet chaepter, survey errors are of



numerous types and arise from a variety of sources. They may be classi-
fied in a number of ways. One way, particularly convenient for their
description, is to categorize errors according to the mein stage of the
survey operation in which they arise. This scheme is followed in Chapters
IITI to V to describe three major categories of errors, namely coverage
errors, error due to non-response and response errors, which arise at

the data collection stage. The material presented for each category

of error includes basic concepts and definitions, principal sources,
examples, effects, and estimation and control of error. Where relevant,
related issues of survey design, content and conceptual errors are also
discussed under these headings. Some discussion of the control of errors
arising at the data processing stage is contained in the NHSCP study on
date processing (United Nations, 1982).

Chapters VI and VII deal with the control of non-sampling errors.
Chapter VI identifies steps that can be taken at each stage of a survey
to control end minimize non-sampling errors, starting with the survey
design and planning stage, and following on through questionnaire develop-
ment, data collection and date processing. Emphasis is on low-cost pro-
cedures which experience has shown to be effective.

Chapter VII places this discussion more explicitly within the
context of continuing, integrated programme of household surveys. It
discusses what can be done to assess, control and reduce non-sampling
errors in this context. The importance of accumulating information
pertinent to data quality is emphasized, and long-run strategies for

building up data quality are presented.

D. Additional sources of information

This document is an introduction to the subject of non-sampling

error. Many survey professionals will want to know more about theory
and practice in the measurement and control of non-sampling error.
The methods used must be carefully adapted to the survey environment
in each country; nevertheless, it is helpful to review the experience

of others end to learn what has worked well and what has not, and why.
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Numerous illustrations of different types of non-sampling error
in household surveys have been inecluded in this document, end references
are provided to the books, articles and reports from which these were
teken. These are listed in Part 2 of Annex A. Because it may be diffi-
cult for any individual or survey organization to obtain all or most of
the publications listed, a short annotated list of basic references is
provided in Part 1 of Annex A.

Obtaining access to and keeping abreast of the relevent liter-
ature is difficult and expensive. 1In addition, a major problem for
survey professionals in developing countries is that most of the liter-
ature on applications comes from developed countries where survey con-
ditions are quite different from those of developing countries. A
special effort has been made to locate and include examples and references
from developing countries in this document, but for some topics this was
not possible. This gap highlights the need for all countries to document
end catalogue their experiences in conducting household surveys. Doing
this will help individual country orgenizations to improve the quality
of household survey results over time, and will be especially beneficial
'if the information cen be shared with counterparts in countries where
the survey environment is similar.

A catalogue of problems and survey methodology should cover useful

experiences from any survey as to the adequacy or otherwise of the con-
ceptual framework, definitions and classifications, units of sampling
and enumeration, questionneire design, question wording and translation,
pretesting of questionnaires and procedures, and sample implementation,
and should give special attention to difficulties encountered in field
vork and date processing. For this, it is necessary to ensure that all
field and office staff prepare structured reports on their individual
experiences, and that these reports be systematically compiled and sum-
marized.

In this cpnnexion, one may note the well-known efforts of the
United Nations Statistical Office and the Food and Agriculture Organi-

zation in relation to population and agriculture censuses, as well as
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of the work of Regional Commissions and other specialized agencies of
the United Nations in the area of censuses and surveys.

Another illustration of organized collection can be found in
the World Fertility Survey programme. The WFS organized a systematic
effort to collect experiences from the countries which undertook fertil-
ity surveys under the programme. Much of this information has been
published, including guidelines for the preparation of survey reports
(WFS, 1977), preparation of reports om problems encountered in some of
the countries (Sahib et al, 1975; Ramirez et al, 1976); a study of language
problems (Were, 1977); investigations of sempling error (Kish et al, 1976;
Verma et al, 1980) and of response variability (O'Muircheartaigh et al,
1979, 1980, MacDonald et al, 1978) in a number of countries; a large num-
ber of studies on date evaluation; and finally, organized collection of
design and operational features of country surveys including detailed
reports on "technical monitoring" (Scott and Singh, 1980).

Another example is the Survey Methodology Information System (SMIS)
maintained by the United States Bureau of Census till recently. The system
consists of a collection of articles and reports covering most aspects of
survey design and methodology, with special emphasis on measurement and
control of errors that occur in the data collection phase. Most of the
articles and reports cover surveys in the United States.

A separate Section on Survey Research Methods of the American Statis-
tical Association was established in 1978, and since then separate Proceed-
ings of the papers presented at annual meetings under the auspices of the
Section have been published each year. These Proceedings, which are re-
latively inexpensive, are perhaps the best single source of information on
recent developments in survey methodology, at least with respect to government-
sponsored surveys. Although a majority of the erticles are based on survey
research in the United States, many are of broad general interest; and
articles based on survey work in developing countries are frequently in-

cluded.



CHAPTER 1T

BASIC CONCEPTS

A. The quality of survey data

Before starting a deteailed discussion of non-sampling errors
in household surveys, it will be useful to consider.a broader con-
cept, namely, the quality of survey data. The quﬁiity of survey data
depends on three characteristics of the data: their relevance to the
needs of users, their timeliness, end their accuracy. None of these
three characteristics can be ignored in planning and conducting sur-
veys: date are useful only if they are sufficiently relevant, timely

and accurate.

1. Relevance

The determination of what data the users need and in what detail
is an essential first step in survey planning. This defines the ob-
Jectives of the survey as far as its content and scope are concerned.
In practice, prospective users usually express their needs in fairly
general terms and the subject-matter specialists of the statistical
office must work out, in co-operation with the users and the survey
organization, the specification of the items to be collected and their
concepts and definitions. A continuing programme renders this process
more effective as it is conducive to the opening up of regular channels
of communication and personal contacts with user government departments
and subJect-matter specialists.

The survey organization will need to be on its guard against
promising more than can reasonably be expected from a household survey,
given resource and other constraints. From the sampling point of view,
the resources for household surveys are seldom adequate to produce data
for a large number of small areas - say below the province or state
level. Even to produce data for all provinces or states mey not always

be feasible.
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The ultimate objective of any statistical survey is to produce
estimates for specified characteristics, applicable to a specified
population at a given time. The concepts or characteristics have to
be operationalized into sets of questions and response categories.

If the operationalization is not done carefully, the survey may not
measure what it is intended to measure. Consider, for example, a
survey with the objective of measuring annual income and expenditures
in a country where the population is predominantly engeged in subsis-
tence agriculture and animal husbandry. If the survey questionnaire
leaves out some major sources of income or expenditures; if the dura-
tion of the survey is not sufficient to cover significant seasonal
variations; or if important sections of the population are excluded,

then the survey will not measure what it is intended to measure.

In this document, it is generally assuued that fundamental errors
due to serious incompatibility between survey obJectives and survey
design and procedures are avoided, as are purely accidental catas-
trophes of the kind that sometimes hamper the implementation and des-
troy the validity of particular surveys. In other words, it is assumed
that the surveys are designed to be basically in accordance with clearly
defined survey objectives, and are implemented in more or less normal
circumstances. Designing to survey objectives is not, however, a
simple task, and readers are urged to consult the revised Handbook of

Household Surveys (United Nations, 1981) for guidance.

2. Timeliness

It is possible to imagine situations in which the results of a
survey would be of little interest to most users if not available by

a specified date. Political polls relating to specific elections fall
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in this category. Another example would be a survey of income and
expenditures of wage and salary workers to provide data needed in
connexion with a scheduled revision of the minimum wage.

More often, the utility of survey results falls off gradually
with the passage of time following the data collection stage of the
survey. The rate at which utility declines over time depends on the
content and objectives of the survey. In some developed countries,
monthly labour force surveys provide short-term economic indicators,
and the results are needed very quickly. In developing countries,
the results of labour force surveys are more likely to be used for
intermediate and long-range planning; the value of their results
for such purposes lasts longer.

Users of survey data often press for timeliness at the expense
of accuracy. Delay in the availability of results is very obvious,
whereas lack of accuracy, especially when it arises from non-sampling
error, is much harder for users to detect. The survey organization
must produce timely data to facilitate their actual use, but it also
has a responsibility to produce accurate data, and to strike a reason-

able balance between these objectives.

3. Accuracy

The objective of a sample survey is to make estimates of cer-
tain values for a population, using observations obtained from or
for a limited number of units (a sample) of the population. The term
population is used in the general sense: it may refer to people, or
it may represent all the households, all the farms, or all the shops
for which estimates or inferences are required.

The accuracy of a survey estimate is generally taken to mean
the closeness of the estimate to an exact or true value. The true
value, which is nearly always unknown, is the value that would be
obtained if data could be collected and processed, without error,
for all of the units of observation in the population. The error

of a particular survey estimate is the difference between that
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estimate and the true value of the quantity being estimated.

Errors arise from several sources, for example: the sample
selected may not be representative, in some sense, of the study
population; the survey results may be distorted because of defects
in implementation, including failures to obtain information from some
of the units selected; the responses obtained from individual units
in the survey may depart from the truth; and errors may be committed
in the processing and analysis of the data. All these errors are

called non-sampling errors. In addition, there are sampling errors

which arise from the fact that the observations are confined to a
sample of the population rather than the whole population.

The statisticel concept of "error", as defined above, differs
somewhat from the everyday meaning of the term. According to Webster's
dictionary, the term error refers to an "ignorant or imprudent devia-
tion from a code of behaviour ... an intentional deviation from truth
or accuracy ... something produced by a mistake ... a deviation from
the correct". Error is taken as a synonym of mistake, blunder, slip,
lapse, faux pas, etc. In line with these concepts, "sampling error",
for example, would imply that something wrong was done in the process
of sampling. However, the statistical concept is more specific
and does not necessarily involve any subjective value judgement. It
refers to the deviation of an estimate from the true value that it is
supposed to estimate. Furthermore, most statisticel measures of error
are indicative of the expected margin of uncertainty rather than of
the actual or exact departure of a particular estimate from the true
value. Exact departure is seldom known, since in most statistical

enquiries the true value is not known.

B. Methods of classifying non-sampling errors

The discussion in the previous paragraphs led to a definition
of non-sempling error, which is the subjJect of this document. A
detailed treatment of the sources, measurement and control of non-

sampling errors requires that they be further broken down and
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categorizéd in ways that facilitate understanding of their nature.
Several schemes for classifying non-sampling errors are possible;
none is perfect, but each serves a purpose.

One approach is to classify non-sampling errors by the stage of
the survey in which they occur. The three majJor stages of a survey
are:

- Survey design and preparation

- Data collection

- Data processing and analysis
Each of these stages can be subdivided. For example, data processing
and analysis could include:

- Manual coding and editing (data preparation).

Data entry

- Computer editing

- Tabulation

- Dissemination (publication and other forms of release)

- Analysis
This classification is especially useful in discussing the control
of non-sampling errors. It is used in Chapter VI, which describes
procedures that can be used to avoid or control non-sampling errors
at each stage in the planning and execution of a household survey.

A second method of classifying non-sampling errors is on the
basis of the source or type of the error. For example, the three
major categories of data collection errors, as described in chapters
III to V, are:

- Coverage errors

- Non-response errors

- Response errors
Though these three types of error can be thought of as occurring
during the data collection phase of the survey, frequently they are
the result of poor decisions or choices in the survey design and
preparation phase.

Finally, another important and useful approach is to divide

non-sampling errors into variable errors and bias. Each source or
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type of error can be divided into these two categories; however, the
classification has its greatest value in connexion with the discussion
of response errors. Similarly, in the data processing phase, this
classification is useful in the study of errors in the manual coding
and editing and the data entry. The underlying concepts and their
implications for the measurement and control of non-sampling errors

are discussed in the next section of this chapter.

C. Variable error and bias

Errors in survey estimates depend on the conditions under which
the survey is taken. Some of these conditions may be considered as
essential to the survey design and operation. Exemples of essential
survey conditions include the general socio-economic situation in
the country, the subj)ect matter and procedures of the survey, the
particular estimation procedures used, and the type of interviewers

employed. Errors in surveys also result from transient or chance

factors such as the particular units selected into the sample, the
particular interviewers and coders used, and the conditions under
which a particular interview is conducted. One can conceive of
the survey being repeated under the same essential conditions; if
this were done, each repetition would give different results due

to transient or chance factors. Variable error measures the varia-

bility between different estimates of the same quantity from the
hypothetical repetitions of the survey. The average of all these

estimates is their expected value (under the given essential survey

conditions). The difference between this expected or average value
and the true value for the study population is the bias of the es-

timate.

1. Application of the concept of variable error and bias

to sampling error

The distinction between variable error and bias can be applied
to both sampling and non-sampling error. In the case of sampling

error, the variable error component is called the sampling variance.
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It is a function of the sample design used, including the overall
sample size, the type of stratification, the allocation of the sample
to strata, the extent of clustering, and the statistical estimation
procedure. The sampling variance of an estimate is a measure of how
the estimate would be expected to vary over repeated sample selections;
fortunately, it can be estimated from the results of a single sample.
Generally, sampling variance decreases proportionately with increasing
semple size.

Sampling bias results from the statistical estimation procedure
used. Frequently it so happens that a slightly biased estimation pro-
cedure is preferable to a strictly unbiased procedure because of the
substantially smaller sampling variance of the former. For example,
ratio estimators which are commonly used in household surveys are
actually '"biased"; however, in a well-designed sample with good con-
trol over cluster sizes, the bias in many situations is negligible.

It may sometimes happen that a biased estimator is used un-
intentionally, for example, one that does not properly reflect the
sample design and the actual probabilities used in selecting the
sample. In such cases, the biases may be substantial, and the mean
square error, which reflects the combined effect of sampling variance
and bias, can be considerably larger than the variance of an unbiased
estimate.

Errors in the execution of the sample design, such as uninten-
tional omission of some areas from the sampling frame, incorrect
application of a sampling interval, or applying the wrong weights

to a particular set of observations, are considered to be non-sampling

errors, even though they are related to the sampling process.

2. Application of the concept of variable error and bias to

non-sampling error

Sampling variance is the outcome of a stochastic process, namely,
the application of a probability selection scheme to select the units

to be included in the sample. To establish an analogous concept for
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non-sampling variation, it is necessary to assume that the response
obtained for a fixed unit of observation in the population is a
variable subject to some probability distribution and thus has an
expected value and a variance. In other words, as stated earlier,
it is necessary to conceive of the possibility of independent re-
petitions of the data collection and processing operations for a
fixed sample, and to recognize that the resulting values for in-
dividual units of observation would vary from one repetition to the
next.

Using this survey model, which was introduced by Hansen, Hurwitz
and Bershad (1961), non-sampling error can be partitioned into non-

saempling variance and non-sempling bias. Non-sampling variance

measures the variation of observed values for fixed samples in hypo-
thetical repetitions of the survey process carried out under the same
essential survey conditions. Non-sampling bias is a measure of the
difference between the expected values of these repeated observations
and the corresponding true values. In subsequent chapters, the term
bias will be understood to mean "non-sampling bias', which, in any
case, is the predominent component of the bias in most situetions.

As will be described further in chapter V, the same survey model
permits decomposition of non-sampling variance and bias to reflect the
separate contributions of survey respondents, interviewers, supervisors,
coders, etc. It was noted eaerlier that one wey of reducing sampling
variance is to increase sample size. The same is true for non-sampling
variance; however, the meaning of "sample size" in this context re-
quires careful attention. While the contribution of respondents to

non-sempling variance (the simple response variance) can be reduced

by increasing the number of units in the sample, this would have no
effect on the contributions of interviewers, supervisors and coders

unless their numbers were elso increased.

3. Some implications for survey design

Variable errors end biaeses differ in their sources, effects and

methods of measurement and control. Sampling errors are largely
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variable errors, while biases are an important and often the main
component of non-sampling errors.

Variable errors from different sources are, in the aggregate,
additive, Biases from different sources can, on the other hand, act
in opposite directions. In a retrospective survey, for example,
failure to recall some events may be partly offset by incorrect
placement into the survey reference period of events which actually
are outside it., Biases from the same source may offset each other
when one is comparing sub-classes from the same sample, or values of
the same variable from different rounds of a survey.

Variable errors and biases differ in their method of measure-
ment. Variable errors can usually be estimated directly from the
survey results, although the extent to which all components of non-
sampling variance are included will depend on the sample design and
the particular method used to estimate the variance. By contrast,
the measurement of bias depends almost entirely on comparisons with
data external to the survey proper.

The most important distinction between variable error and bias
has already been suggested, namely, that biases can generally be re-
duced only by "doing something more" (e.g., designing a better ques-
tionnaire or improving supervision of field work), while variable
errors are reduced by "doing more of something" (e.g., increasing

sample size).

D. Sampling vs. non-sampling errors

It is sometimes said that non-sempling errors contribute much
more to the total error than do sampling errors. Such a sentiment is
probably a reaction to the fact that, in designing surveys, sampling
statisticians have frequently paid more, or even exclusive, attention
to sempling error, and have disregarded non-sempling error. This may
be primarily because sampling errors are more easily quantified. How-
ever, this sentiment is tantamount to saying that most surveys in

practice use samples which are too large in relation to the requirements
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for maximizing overall precision. Though, obviously, the appropriate
sample size has to be determined in relation to the survey objectives
in each particular case, the above statement regarding the relative
magnitude of non-sempling and sampling errors is meaningless unless
applied to specific survey estimates.

It is true that in a typical household survey with a sample of
several thousand units, the sampling error for estimates for the total
sample or for other highly aggregated statistics may be very small
in relation to the non-sampling error present. However, one should
bear in mind that sampling variance increases in proportion to a
decrease in semple size, while the same is not true of all components
of non-sampling error. Therefore, the contribution of the sampling
error at disaggregated levels (for example, for regions or provinces
of a country, or for other sub-groups or sub-classes of the population)
may be substantial. This consideration can be even more significant
when the objective is to compare and contrast different sub-classes.

Nevertheless, it remains true that hitherto many survey de-
signers have not paid adequate attention to the control of non-sampling
errors, and it is an objective of this document to attempt to redress
the balance. What is at issue is not simply the choice of the appro-
priate sample size, but the whole question of sampling design and field
procedures. Sampling design is one of the centrael elements of whole
survey design, and it is necessary that "practical sampling ... be
rooted in the nature and inter-relationship of field operations in-
volved, not only in the implementation of e particular sample design
but also in the data collection stage of the survey as a whole. The
sampler must constantly remain aware of what can or cannot be expected
of the field and office workers actuelly involved in implementetion
of that design'". (Verma, 1977)

The concept of mean sguare error, which was introduced earlier

in this chapter in connexion with sampling error, can also be applied
to the combined effects of sampling and non-sampling errors. Quanti-

tatively, the mean square error of a sample estimate is expressed as
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the sum of all variable errors plus the square of the bias. These
concepts, as developed in the Hansen, Hurwitz and Bershad survey model,
have important implications for total survey design, insofar as it
relates to the accuracy of survey results. These implications were
described by Jabine.and Tepping (1973) as follows:

"Conceptually, the magnitudes of the various com-
ponents of the mean square error are functions of the
design of the survey. Thus, we may modify the sampling
variance by introducing stratification, changing the size
or nature of the sampling units at the various stages of
sampling, or by other well-known devices. Similarly, we
may modify the response variance components and the coding
variance components by changing the form or content of
the questionnaire, the methods of recruiting, training or
supervising the interviewers, the procedures for editing
or coding responses, or other aspects of the survey. Each
change alters the mean square error of the results and
also the cost of the surveys. We have the ultimate goal
of seeking those changes which minimize the mean square
error attainable with given resources or, alternatively,
vwhich minimize the resources required to attain a speci-
fied mean square error."

E. Further reading on basic concepts

The discussion in this chapter of some basic concepts relating
to non-sampling error and total survey design has deliberately omitted
the use of mathematical symbols and formulas. Readers who have had a
course in statistics and especially those who have some knowledge of
elementary sampling theory will derive a fuller understanding of these
concepts and how to apply them by studying some of the references
listed below:

1. Hensen, Morris A; Hurwitz, Williem N. and Max A. Bershad.

Measurement errors in censuses and surveys. Bulletin of
the International Statistical Institute 38(2): 359-3Thk,
1961. This is the "classic" paper in which the so-called

"Census error model" was first presented.

2. Jabine, Thomas B. and Bejamin J. Tepping. Controlling
the quality of occupation and industry data. Bulletin
of the International Statistical Institute 45(3), 360-89,
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1973. The section on "The Model" (pp. 362-6L) gives a
concise summary of the Census error model and its implica-
tions for survey design.

. Food and Agriculture Orgenization of the United Nations

Quality of Statistical Data, by S. S. Zarkovich. Rome,

1966. Chaﬁter 1, "Some Basic Concepts", gives a more
detailed treatment of most of the ideas presented in
this chapter.

. Kish, Leslie. Survey Sampling. New York, Wiley, 1965.

The first part of Chapter 13, "Biases and Non-sampling
Errors'", examines the distinction between bias and
variable error and its implications for survey design
and interpretation of results.

. Verma, VijJay. Assessment of errors in household surveys.

Bulletin of the International Statistical Institute, vol.

49, 1981, provides a summary of various types of errors
and reviews some of the basic issues in the assessment

of errors in household surveys in developing countries.



CHAPTER TII

COVERAGE ERRORS

A. Basic concepts

The objective of a sample survey is to meke inferences ebout a

desired or target population from the observation of units confined

to a sample. An objective basis for such inference is provided by

using probability sampling, that is, a selection procedure which gives

each unit of observation in the population a known, non-zero relative

probability of being selected. The selection is done by epplying an

appropriate randomized procedure to a sampling frame in which all units

of the target populetion are supposed to be represented.

A frame provides, explicitly or implicitly, a list of sampling
units as well as other auxiliary information required and specific sets
of rules and procedures for sample selection. In household surveys
the sampling operation typically involves a number of '"stages" - moving
say from larger area units to smaller segments and ultimately to dwell-
ings. At each stage, it is necessary to link the units involved by

rules of association, for example rules which specify which dwellings

are included in any selected segment. Furthermore, often the ultimate

sampling units used are not identical to the units of observation (for

which the information is actually collected), and it is necessary to
link them by using rules of associetion which specify which units of
observation should be included in the sample when e particular sampling
unit is selected. To give a simple illustretion, if the units of
observation are households (groups of people) and the sampling units
are dwelling units, an association rule is needed to link dwelling
units and households. If members of a single household live in more
than one dwelling unit, a more complex association rule may be needed
(for further discussion; see Hansen, et al, 1963).

Non-coverage is failure to include some units of observation,
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either directly or implicitly (by rules of association) in the
operational sampling frame. Since such units have a zero probability
of selection into the sample, they are in fact excluded from the survey
results.

The effect of non-coverage is obvious in the cese of censuses,
the main aim of which is to determine the total number of units, or
units possessing certain attributes (for example the total population,
or the members of a particular ethnic group). Failure to cover all
units will result in an undercount of the total populetion; further,
the degree of non-coverage can vary from one group to another (or from
one area to another) and can result in serious distortions in the dis-
tribution of the groups in the population.

On the other hand, it does not follow that non-coverage of & sig-
nificant proportion of the units of observation will necessarily re-
sult in an equally significant underestimation of certain population
totals. For example, the proportion of cultivated aerea missed in an
agricultural census is likely to be smaller than the proportion of
farms missed, insofar as the missed farms tend to be the smaller ones.

The above considerations also apply when a sample survey is used
to estimate population totals. However, the objective of sample surveys
is usually to estimate proportions, means, distributions, etc. rather
than totals. (Where totals are estimated from sample surveys, it is
usually done indirectly from the estimated means or proportions in
combination with some external or auxiliary information.) In such
cases, non-coverage will lead to error in the sample results if the
missed units differ in characteristics from the units covered. This
frequently occurs, as in the example in the previous paragraph.
Similerly, the survey results can be distorted if the extent of non-
coverage differs between different parts of the population, such as
regions, sex and age groups, ethnic groups or socio-economic classes.

Errors of non-coverage should be distinguished from deliberate
and explicit exclusion of sections of the population from the defined

target population. Survey objectives and practical difficulties
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determine such deliberate exclusions. For example, in & national
survey, certain areas of the country may be excluded due to extreme
remoteness or inaccessibility, political or security problems, or a
Judgment that the value of the additional information would be too
small compared to the costs involved, or simply because the survey
objectives are confined to certain segments of the total population
(to urban areas, or agricultural households, etc.). Such explicit
exclusions from the study populetion are not errors of non-coverage;
however, care should be taken to emphasize in the survey report that
the results do not apply to any parts so excluded.

Non-coverage refers to the negative error of failure to include
some units in the frame used for sample selection. This is a special,
though common, case of errors resulting from defects in the sampling
frame. Just as some units may not be represented in the frame (non-
coverage), other units may appear in the frame more than once, giving
them & larger than intended chance of selection into the sample. This

kind of error can be referred to as over-coverage or duplication. Even

if the frame is complete and unduplicated, non-coverage or over-coverage
can result from use of defective association rules, or from incorrect
application of technically correct association rules.

A practical sampling frame not only provides & list from which
units can be selected into the sample, but also must provide suffi-
cient information on the basis of which the selected units can be
uniquely identified in the field. Failure to do so can alsc result
in distortions in probebilities of selection and in the sample struc-
ture generally, with consequences similar to coverage errors.

Coverage errors differ from another type of error of non-
observation -- namely non-response (discussed in Chapter IV). Non-
response results from failure to obtain observations on some units
selected and designated for the sample, due to refusals, failure to
locate addresses or to find respondents at home, loss of questionneires,
etec. The extent of non-response can be measured from the sample re-

sults by comparing the selected sample with that achieved; by contrast,
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the extent of non-coverage can be estimated only by some kind of check
external to the survey operation. It is this fact which makes the
measurement of coverage error difficult.

The distinction between errors of coverage and other types of
non-sampling error is not always clear. If an interview is conducted
with a sample household, end the interviewer fails to list and obtain
information for all household members, should this be considered cover-
age error, non-response error, or response error? The answer would
depend on vwhich units of observation are affected by the error --
households or individuals -- and the reasons for the error. The
category used, however, is of secondary importance, as long as the
nature of each type of error is understood and appropriate measures

are taken to control it.

B. Sources of coverage error: frames

1. The use of frames in multi-stage household surveys

To appreciate more fully the nature of coverage errors and how
they arise, it may be instructive to consider typical sampling frames
and selection procedures employed in household surveys in developing
countries.

Generally, household surveys employ multi-stage, clustered
samples. Clustering is introduced to save costs of travel and super-
vision and, particularly in developing countries, to save costs of
sample frame construction and sample selection. A sampling frame is
more than a list of units from which a sample may be selected; besides
actual lists the frame includes procedures that can account for all the
sampling units without the physical effort to actually list everyone.
In a multi-stage area sample, for example, the frame may consist of:

(i) Maps showing the first-stage or primary sampling

units (PSUs), and auxiliary information about each
PSU, such as its estimated population size;

(ii) Maps showing the second-stage area units within the
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selected PSUs (no such maps being required for the
PSUs which are not in the sample). Maps will also
be required for area units resulting from further
stages of selection, if any, till e sample of the
lowest-stage or ultimate area units (UAUs) is
obtained;

(iii) Appropriate lists for units within the sample UAUs.

Here it is necessary to distinguish between sampling
units, units for listing and the units of observation,
the last being the units for which substentive date are
to be collected in the survey. Several options are
possible. One may, for example, use '"compact cluster"
sampling, in which all units of observation associated
with each selected UAU are taken into the sample; this
approach may not require a separate operation for list-
ing of units. When listing and subsempling are involved,
the units listed may or may not be of the same type as
the units of observation. For example, one may list
and sample dwelling units within each sample UAU, end
interview 81l households associated with each selected
dwelling unit. The operations of listing end sampling
within area units involve several complex issues, some
of which are addressed in later peragraphs.

It is necessary that units at each stage of the sampling frame
be (i) exhaustive, (ii) non-overlapping, and (iii) uniquely identifiable
in the field. Coverage errors arise because one or more of these con-
ditions are violated. Exhaustive means that all elements in the

target population are accounted for. Non-overlapping means that each

lower stage unit belongs to one and only one unit at the next higher

stage. Unique identification refers to an unambiguous description of

each unit, and correspondence between the frame and the actual situa-

tion in the field. These points are illustrated by some examples below.
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2. Errors associated with area frames

In some countries there exist no maps on the basis of which a
frame of PSUs can be constructed. A common practice in such situa-
tions is to select localities (say villages) from administratively
available lists. Even when such lists are reasonably complete, local-
ities may not be area units and hence may not cover the entire country
exhaustively. The more scattered population not clearly associated
with any of the listed localities will not be covered by the frame,
and the survey results can be biased if the characteristics of this
missed population differ from the rest. Conversely, due to population
growth or settlement, two locelities may merge, leading to possible
over-coverage. Similar problems and coverage errors may arise when
boundaries of the localities cannot be uniquely identified, or when
no account is taken of new localities formed since the original lists
were made, or when the lists are incomplete, or have duplications.

When pre-existing frames of appropriate area sampling units are
not available, a special operation to map and segment some larger ares
units is required before the sample can be selected. Coverage error
can result if the segmentation is not done properly. For example, prob-
lems have been reported in surveys where the field workers responsible
for enumeration were also responsible for segmentation: it was found
that they tended to bias the selection in favour of the smaller seg-
ments, or to make the selected segments smaller after selection.

Similar biases have been reported in cases where precise demarcation
of the segment boundaries was undertaken only for the selected segments,
rather than for all the segments in the frame prior to sample selection.

The main problem of coverage in relation to area units concerns
their boundaries. For example, in crop-cutting surveys when small grids
are used to mark plots for selecting stalks of small grains, over-
coverage typically occurs. Many stalks appear on the borderline, and
the field workers, when in doubt, tend to include them. The smaller
the plot, the larger the perimeter in relation to its area, and pro-

portionately higher the risk of over-coverage of stelks at the boundary.
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Because of this, experts have advocated using larger plots than would

be used if minimizing the sampling variance were the only concern

(Sukhatme 1947; Zarkovich 1966). This advantage of larger segments

is also pertinent to social surveys. Boundary problems are propor-

tionately less serious in larger segments, and better boundaries can

be found more often for larger segments than for smaller ones.

3. Errors associated with

list frames

More commonly, one thinks of coverage error in terms of imper-

fections in listings of units such as households or dwellings. In a

population census, where the

obJective is to enumerate all households

and all persons in each enumeration district (ED), errors can occur

both in the listing of households and of persons within the listed

households. Similar problems also exist in sample surveys. In the

course of listing, some units may be omitted from the list (under-

coverage), some may be listed more than once (over-coverage); units

may also be erroneously included in or excluded from the area, es-

pecially in the case of households or persons temporarily away from

their usual place of residence.

Listing operations require careful planning and supervision,

particularly if the area involved is large, as for example in the case

of census enumeration districts with several hundred households in

each district. The amount of error will, in general, also depend on

the physical size and layout
become aware that their work
to pay adequate attention to
absence of good quality maps

and other details can result

of dwelling units in the area. If listers
is not being checked, they are less likely
the quality of their work. Similarly, the
showing area boundaries, physical features

in unsystematic work, and consequently in

serious coverage errors. Cartographic work is relatively expensive,

and the cost of production of good meps must be spread over a number of

surveys.
Coverage errors can be

are used, especially if they

particularly serious if pre-existing lists

are of households rather than dwelling
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units. Out-of-date lists fail to account for changes in the units,

or for units formed or constructed since the lists were originally
made. In most countries, a list of households from a census would not
be suitable as a sampling frame for more than a few months following
the census. A list of dwelling units or addresses might be useful for
a longer period, provided special procedures are developed to deal
with newly-constructed units and other changes. The coverage of ad-
ministrative lists, e.g., lists maintained in connexion with public
health programmes, elections or taxes, should be cerefully checked
before deciding to use them as a sampling frame.

In some household surveys the listing end date collection opera-
tions are integrated into & single field operation. In other words,
whenever a populetion unit is identified the interviewer proceeds
immediately to the date collection operation for that unit. Such en .
arrangement is generally possible only when '"compact cluster" sampling
is used. With such an errangements, coverage errors due to incorrect
identification of area or area boundaries, erroneous inclusion or ex-
clusion of units, etc., can occur as with other arrangements. How-
ever, the frame is completely up-to-date and errors due to changes
. 2ccurring between the listing and interviewing operations are elim-
inated. On the other hand, no independent lists are available to
check the coverage of the sample by the interviewers; this would in-
dicate the need for closer supervision of field work.

The listing operation is an application of a set of rules, con-
cepts, end definitions. The field staff will find it difficult to
list accurately if the units to be listed are only vaguely defined.
Difficulties with the definition of households as units are well known.
A study of this problem notes that "a household by standard definition
is taken to mean a group of people normelly living together, pooling
together their financial resources, and eating from a common cooking
pot. This definition is by no means precise. Questions have arisen
as to how to consider a person who lived a couple of months in & year

with one child and e few months with another and could not cleim either
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of the households as being his normal household. 'Gang Quarters',
vhere some only eat together and others only stay together, presents
another problem. Then there are servants who stay the day and eat in
the master's house, but go back to their own home to sleep; and then
there are chauffeurs who eat outside but sleep in the master's home".
(Palan, 1978)

L, Additional references

Lessler (1980) gives a systematic presentation of errors asso-
ciated with frames. She identifies 6 types of errors associated with
frames:

"(1) Population elements missing from the frame;

(2) Non-population elements included in the frame;

(3) Population elements associated with the frame
more than once;

(4) Failure to recognize that the frame units are
clusters of elements;

(5) Incorrect auxiliary information; and

(6) Information insufficient to locate target elements".

Hansen, et al (1963) describe problems met in using "imperfect"
lists as frames and methods adopted to cope with these problems in

surveys conducted by the U.S. Census Bureau.

C. Other sources of coverage error

The previous section was about coverage errors directly asso-
ciated with the quality of area and list sampling fremes used in house-
hold sample surveys. This section will discuss coverage errors arising
from other sources, especially those that occur in the processes of
selecting samples and in identifying and obtaining survey information

for the units of observation associated with the selected sampling units.
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1. Use of inappropriete sampling frames

The use of fixed aree sampling frames assumed in much of the
above discussion is not generally applicaeble for nomadic, semi-
nomadic or other highly mobile populations. For such populations,
special methods such as sampling through tribal structures or enumera-
tion at water points have to be tried. Whatever the method used,
serious under-coverage of such populations can be expected in many
circumstances (for a detailed discussion of techniques for enumerating

nomads in African censuses and surveys, see United Nations, 1977).

2. Incorrect application of sampling procedures

Strange though it may seem at first, errors in applying selection
procedures are classified as non-sampling errors. A review of the de-
finitions given in Chepter I (A.3) will show that this is logical.
Because such errors lead to inclusion of the wrong units in the sample,
it seems reasonable to treat them as coverage errors.

When sample selection is done in e central location, it is re-
latively easy to check the results and to eliminate arithmetic errors
and errors resulting from feilure to follow instructions. Errors are
more likely to occur and are more difficult to control when inter-
viewers are asked to select the sample themselves as they go (say to
interview at every tenth household they find). It is not unlikely that
some of them will tend to favour smaller households to keep their work-
load small; others, with good intentions, may substitute larger neigh-
bouring households for small households. Similarly, some interviewers
may favour more accessible, centrally located units to those at the
boundaries of the sample area. Clearly, asking interviewers to select
the sample is a bad practice and should be avoided as far as possible.

Selection errors can also result from incorrect specifications
by the survey designer, from field workers' ignorance of the correct
procedures, from failure to identify the actual units selected, or
simply from mistakes, such as enumerating the wrong unit.

Occasionally dishonest interviewers complete questionneires for
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imaginery or "mede-up" households and submit these in place of ques-
tionnaires based on actuel interviews with the sample households
assigned to them. 1In the United Stetes census, this practice has been
given the colorful name of "curbstoning". The practice is relatively
easy to detect, either by occasional revisits to sample households or

by careful review of the questionnaires that are turned in.

3. Rules of association: households and persons

A potential source of coverage error is failure to develop clear
rules of assoclation between sampling units and units of observation,
and to apply them correctly. In determining which individuels to in-
clude as members of sample households, & choice has to be made between

de jure and de facto coverage definitions, the first defined in terms

of usual residence and the second in terms of presence of the individual
in the household at & given point in time. De Jure coverage is more
suitable for the purpose of linking the survey data with data from other
sources at the level of the individual. However, since residents away
during the entire interview period cannot be contacted, de facto cover-
age can be expected to result in lower non-contact. However, this con-
sideration is more relevant to non-response (discussed in the next
chapter) than to coverage. A de facto rule may be less successful in
covering the transient population. In many descriptions of surveys,
a great deal of attention has been paid to relative merits and demerits
of the two coverage definitions. However, the problem may not be a
significant one in all circumstances, and its relation to coverage error
in & particular situation is an empiricel question (Verma, 1980 provides
a number of illustrations).

Regardless of which of these coverage definitions is chosen,
there are likely to be borderline cases where it is difficult to deter-
mine which households to include in the sample and which persons to in-
clude in each household. Rules are needed to cover persons temporarily
away at school or in institutions, and persons with more than one usual

place of residence. In some cases, it may not be obvious how many
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distinet households exist within a sample dwelling unit.

The survey designer needs to display e sense of proportion in
desling with these issues. It is important thaet field workers be
given a clear set of instructions and adequate training. On the other
hand, the instruction and training materials should emphasize the more
common situations, rather then being overburdened with discussion of

those that occur only rarely.

L. Rules of association: farms and other enterprises

If information on farms and/or non-farm family enterprises is
to be collected in connexion with a household survey, rules of asso-
ciation are needed to link these enterprises with area or list sampling
units used in the survey. Farms, which mey be separeted from the re-
sidence of the operator and may not be located entirely within the
selected ultimate area units (UAU's), pose particularly difficult prob-
lems.

If the survey is designed only to produce estimates of total area
(farmland, cropland, pestureland, acres harvested of particuler crops,
etc.), one procedure is to collect information only about land located
inside the boundaries of the sample UAU's regardless of who is responsible

for the farming activities. This is celled the closed segment approach.

However, if data on farm characteristics ere needed, then & rule

is needed which uniquely associates each farm with e single UAU, even
though it may be physically located in more than one UAU. The simplest

rule is to associate each farm with the UAU in which the farm operator

resides. This method, called the open segment approach, requires clear

definitions of "farm" and "farm operator". What procedures should be
followed if, for example, farms are operated under partnership or com-
munal arrengements? Typical farming arrangements differ substantially
between countries, and the definition and association rules adopted
should be designed to fit the local situation.

Rules of association for non-farm family enterprises are
generally more straightforward than those adopted for farms. These

enterprises are usually associated with a single household and are
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physically located in or very near to the dwelling unit in which the
household members live. Perhaps the greatest potential for coverage
error lies in failing to define non-ferm family enterprises in such
s way that they can be readily distinguished from other (commercial)

non-farm enterprises,

5. Identifying individuals with special characteristics

In some household surveys, coverage is restricted to specified
classes of persons, such as women of child-bearing age, disabled per-
sons, or persons participating in specified government programmes.

The usuel procedure in such surveys is to interview a sample of house-

holds and to apply & screening procedure to identify household members

who belong to the target population. The amount of coverage error
for the target population in interviewed households will depend to a
considerable extent on the effectiveness of the particular screening
procedure used.

As in all household surveys, coverage error can result from in-
correct application of the survey rules that associate individuals
with households. 1In this type of survey, errors cen aelso result from
use of imprecise definitions of the attributes (age, disability, etc.)
that identify members of the target population, or from incorrect res-
ponses to questions about these screening characteristics. Non-
coverage of some members of the target population is particularly
likely if the screening characteristics are regarded by some respond-
ents as sensitive, for example income and some types of disability.

\

D. Some examples

1. Examples from censuses

In most surveys, the extent of non-coverage can be estimeted only
by checks external to the survey procedure -- either from an auxiliary
investigation or by comparing survey estimates with datea obtained from

an independent source. Especially in the first case, the task of checking
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is arducus. Reliable estimates of non-coverage are scarce. However,
it would be wrong to conclude from the scarcity of information on
non-coverage that it is not an important source of non-sampling error
in household surveys.

For the reasons noted, much of the available informetion on
coverage error is from statistically advanced countries, and relates
to population censuses rather than to sample surveys. Even though the
focus of the present study is on household surveys, some illustrations
from censuses are relevant because censuses often provide the frames
on which sample surveys are based, and also because many of the reasons
for coverage error are the same in censuses and surveys.

An extreme case of coverage error was reported for the 1946
census of industriel and business esteblishments in France (Chevry, 1949).
The errors were found to be so serious that it was decided not to pub-
lish the census deta in order to avoid misleading the users of the date.

Interesting results from a number of recent censuses of agricul-
ture in the United States are given by Chapman and Rogers (1978).

Teble 3.1

Estimated per cent net undercoverage in U.S. censuses of agriculture

Census Yeer

Ttem 195% 1959 196L 1969 197k
Number of ferms 8.1 8.4 11.3 15.0 11.5
Land in ferms 5.4 6.0 6.1 9.1 7.4
Value of product ne ne 2.9 3.3 2.9

The overall level of (net) under-coverage is relatively high.
The higher under-coverage of farms in 1969 was associated with a switch
from e field canvass to & mail data collection procedure. The authors
state that the lower under-coverage of farms in the 1974 Census was
largely the result of a& change in the ferm definition whereby some of

the smallest units were eliminated from the target population. The
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table shows that under-coverage was smaller for land area than for
number of farms, and considerebly smaller for the value of farm pro-
ducts. This is because the farms missed were more often the smaller
ones and those less intensively cultivated.

Several studies have been conducted on coverage errors in U.S.
population censuses (U.S. Bureau of the Census, 1978). It was es-
timated from e reinterview study that in the 1950 census, 2.3% of the
population was omitted, and 0.9% erroneously included, giving a net
under-coverage of 1.4%. The estimated undercount varied by age, race
and other characteristics; for example, net under-coverage for whites
was 1.2% and for others 3.3%. For the 1960 census the following
estimates of coverage error, also based on a reinterview study, have
been reported:

Table 3.2

Estimates of under-coverage in the 1960
Census of Population: United States

A. Under-coverage in EDs 3.2%
- in missed housing units 1.8%
- in partially enumerated
housing units 1.4%

B. Over-enumeration in EDs 1.3%
- in over-enumerated housing
units 0.1%
- within properly included
housing units 1.2%

Net undercount (A - B) 1.9%

Gross Coverage Error (A + B) L.4%

Considerable variaetion by race and sex was also found. For non-white
males, a net under-coverage of 4.2% was reported, as compared with
1.6% for white males. From a record-check study for the 1970 census,
it was estimated that "3.1 per cent of the population was missed in

1970 (1.6% in missed units, 0.9% in enumerated units, and 0.5% in
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occupied units enumerated as vacant). In general, these rates were
higher for Blacks than for non-Blacks, higher in the South and North-
east than in the West and North Central areas, higher in rurel areas
than urban (but high in central city portions of SMSA's), and highest
for low income and educational attainment levels".

The results cited above for the 1950, 1960 end 1970 U.S. censuses
were based on reinterviews or record checks. Estimates of under-
coverage for the same censuses based on demographic analyses are
generally higher. Table 3.3 compares estimates of net under-coverage
in the 1960 Census derived by two different methods.

Table 3.3

Estimates of the per cent of net undercount
by race and sex, by source of estimate:
U.S. 1960 Census of Population

White Non-White
Source of estimate Male Female Male Femsale
Reinterview study 1.6 1.7 k.2 3.k
Demographic analysis 2.4 1.6 9.7 6.3

The differences in Table 3.3 illustrate the difficulty of estimat-
ing the size of census under-coverage. Each method used has certain
strengths and weaknesses, and the results obtained by different methods
are unlikely to be in full agreement. These issues are discussed further
in section F.2 of this chapter.

The 1966 Sample Census of Population in Englend and Wales was the
first census in the country conducted using the sampling method, and many
steps were taken to check the quality of the operation, including a
check on coverage. For the coverage check, two samples were used. First,
& sample of plots of about 15-20 households each was selected with the
objJective to estimate the rate of omission of households. The study in-

dicated that around 1% of the households were omitted (Gray and Gee, 1972).
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Secondly, a sub-sample was selected from the sample of households in
which persons were re-enumerated. The study indicated a 1.4% net
undercount of households, but a 0.6% net overcount of persons.

Studies of census coverage have also been made in many other
countries. A sample check following the 1953 Census of Population in
Yugoslavie found no undercount; rather, a slight overcount was reported
due to double counting of persons (Zarkovich, 1966). The 1956 Demo-
graphic Yearbook of the United Nations reports, for example, a net
undercount of 1.1% in the 1951 census of population in India, and 0.7%
net undercount in the 1953 census in Ceylon (now Sri Lanka). A post-
enumeration survey of the 1974 population census of Liberia, using the
so-called "dual systems approach'", estimated under-coverage to be
11.0 per cent, with the highest under-coveraege occurring for males under
25 and females below child-bearing age (Marks and Rumford, 1976). A
convenient summary of estimates of census undercount end the methods
of estimation used for 24 countries is given by Zitter and McArthur

(1980).

2. Examples from surveys

A useful study of non-coverage of dwellings in sample surveys
is provided by Kish and Hess (1958). The authors note that of the two
possible methods to study non-coverage, a post-enumeration quelity check
is necessarily expensive, both because the check has to be on a large
enough scale to measure errors which are generally rare and likely to
be concentrated in a few areas, and because the data-gathering pro-
cedure is likely to have a high unit cost. The alternative procedure,
used in the study, calls for a relieble estimate from an outside source.
One difficult condition that must be met in such a comparison is that
the outside estimates must be based on the same units not only by formal
definition, but also operationally. The differences between the two
definitions must et least be small enough to allow for meaningful com-
parisons between the two sources. Kish and Hess compare the occupied
dwellings in their sample, inflated by the sampling fraction, with the

occupied dwellings reported in the census. Occupied dwellings rather
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than individuasl persons were chosen for the comparison, because the
coverage of persons in surveys and censuses is not compatible -- since
the laetter but not the former include persons not living in private
households.

The study reports a substantial improvement in coverage with im-
proved procedures: from 90% or lower even after years of effort with one
set of procedures, to 97% with improved procedures. The authors attribute
this change to improved procedures rather than merely to improved per-
formance of interviewers. One of the major sources of improvement is
stated to be the use of a sample of segments averaging about 4 dwelling
units each, rather than a sample of individual dwelling units.

Available information about coverage error in the United States
monthly labour force survey (the Current Population Survey) has re-
cently been presented and analyzed by Brooks and Bailar (1978). The
authors estimate that 'because of missed structures less than 3 per
cent of the target population is not inecluded in the frame". Persons
missed within interviewed households are thought to account for a
larger percentage of the total under-coverage. Conservative estimates
of total under-coverage are obtained by comparing sample estimates
for population sub-groups with intercensal estimates for the same sub-
group derived independently of the survey. In 1975, for example, the
estimated under-coverage on this basis was 4.9 per cent and 2.3 per
cent for white males and females, respectively, and 15.5 per cent and
7.5 per cent for males and females of black and other races. Actual
under-coverage is greater, because the independent estimates do not
reflect under-coverage in the population census.

Turner et al (1979) give an example of under-coverage which
occurred in a 1976 national survey of farm production in the Dominican
Republic. A semple of farms for the survey was selected from a listing
of g1l farms for which the residence of the "farm producer" was inside
the boundaries of an existing sample of area segments used in a con-
tinuing quarterly survey of agricultural area and production. An

analytical study of the results led to the conclusion that the survey
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estimate of the number of farms was low by from 15 to 22 per cent.
This under-coverage was believed to result from the fact that the

survey interviewers .. were accustomed to listing land parcels in
their regular (quarterly survey) work but not to accounting for farm
operations or operators per se'.

Sometimes it is proposed to use a population census as a
sampling frame for a follow-on survey of some sub-group of the popula-
tion, for example, persons with certain kinds of disabilities. If
the sample for the follow-on survey includes only persons or households
reporting disabilities in the census, response error in the census can
lead to coverage error in the follow-on survey.

Table 3.4, taken from McNeil (1981), shows some relevant results
from a 1980 pretest for a disability survey planned as a follow-on to
the United States 1980 Census of Population (the planned survey was
not taken). A pilot census had been conducted in the Richmond,
Virginia metropolitan area in 1978. The disability survey pretest
used a sample of households enumerated in the pilot census two years
earlier, stratified by whether or not any disabled persons had been
reported at that time. In the disability survey pretest, a detailed
series of questions was used to identify and determine the time of
onset of various kinds of disabilities. 1Individual responses to these
questions were matched against responses for the same persons to the
shorter disability inquiry used in the pilot census.

Table 3.4

Disability status of matched persons aged 18 to 66 as
reported in 1978 pilot census and 1980 survey pretest:
Richmond, United States (weighted results)

With a work disability that

Status in 1978 began in 1978 or before
pilot census Total Number Per cent
With a work disability 15,57k 9,345 60.0

With no work dis-
ability 175,50L 10,894 6.2
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The important result shown in Table 3.4 is that more than half
of the persons identified in the 1980 pretest as having work dis-
abilities starting in 1978 or before were not identified in the 1978
pilot census as having work disabilities. By extension, it can be
concluded that if the sample for a follow-on survey included only
those persons identified as disabled from a simple screening question
in a census, serious under-coverage could occur. Hence, to ensure
proper coverege of disabled persons in the follow-on survey it is
necessary to cover both (a) persons identified as disabled in the
census and (b) persons not identified as disabled. However, the
likelihood of finding a disabled person during the follow-on is much
higher in group (a) than in group (b) (60 per cent versus 6 per cent),
so that it will be efficient to substantially over-sample group (a)
for the follow-on survey.

An example of coverage error resulting from incorrect application
of the sampling procedure is provided by the quality check following a
1951 census of livestock in Yugoslavia. Supervisors responsible for
the quality check were to revisit a random sample of holdings. On the
day of the check the weather conditions happened to be very bad: low
temperature, rain, mud and wind making movement in the field very
difficult. When the check data were matched with the corresponding
census data, considerable discrepancies were found and doubt arose as
to the quality of the procedure followed in the check. Analysis of the
results indicated that field workers in the check did not go out to
visit the more distant units; instead they replaced these units by
others that were nearer to village centres. However, the substituted
units were significantly different from the original ones, resulting in
substantial over-estimation of numbers of cattle and poultry in the
first enumeration check. This sort of distortion is a common conse-
quence of allowing field workers to freely select the sample "as they

go". Further illustrations are provided in Zarkovich (1966).
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E. The effects of coverage errors

Under-coverage in a census can have very important effects for
a number of reasons. Datae from a census of population are often used
to determine the number of representatives of various political sub-
divisions to the nationel governing body, and sometimes to assign
weights to votes of individual representatives in that body. In such
cases, the presence of coverage errors in census data mey become the
basis of very serious legel eand political issues. If various minor-
ities have rights that depend upon their numbers as found in the census,
unequal incidence of under-coverage in different sub-populations could
result in inequitable distribution of resources. Difficulties might
also arise if various geographic units make contributions to the gov-
ernment or receive assistance based on their population sizes and per
capita incomes. Generally recognized undercounts of some population
groups, and differences in the completeness of coverage of various
regions, cities and other administrative units have in many cases
generated heated public discussion of equity eand fairness in the use
of government resources and representation of various units in the
legislative and decision-meking bodies (for an example relating to
the 1980 U.S. Census, see Keyfitz, 1979).

The percentege error in counting or estimeting the totel number
of households or other units in the population is usually ebout equal
to the percentage net under-coverage of persons. This is true both
for complete censuses and for semple surveys. However some totals,
such as the total value of agricultural product in one of the examples
given above, may be affected to & different degree depending upon the
characteristics of the units missed.

Except possibly for very large-scale sample surveys, the interest
in survey results is primarily in estimating proportions, distributionms,
meens, rates and ratios, etc., rather than population totals as such.
For example, demographic surveys are usually conducted to estimate

birth and death rates, rather than the total number of births and deaths
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in the population. The effect of under-coverage on such estimates
depends mostly on the extent of differences in the characteristics of
the units covered and the units not covered, as for example was
illustrated in Table 3.1.

An example of the effects of coverage error on estimates of
totals and per cents from the U.S. Current Population Survey is given
by Hirschberg, et al (1977). The effect of adjustments for under-

coverage on labour force estimates is shown in Table 3.5.

Table 3.5

Lebour Force Estimates for March 1973 before and after
Coverage Adjustment
(Numbers in millions)

AdJusted
for census
Labour Force Category Initial Published under-coverage
(16 years and over) (1) (2) (3)
Total civilian labour
force 8L4.7 87.3 90.3
Employed 80.3 82.8 85.3
Unemployed 4.5 4.5 5.0
Unemployment rate
(per cent) y 5.3 5.2 5.6

Estimates in column (1) are obtained by inflating sample results by the
reciprocal of selection probabilities. Estimates in column (2), which
are the ones actually published, are the results of adJusting initial
survey estimates of population by age, sex and race to agree with con-
trol totels obtained by updating 1970 Census counts for the same gréups,
using data on births, deaths and migration. The column (3) estimates
result from a further adjustment to teke account of estimated under-
coverage in the 1970 Census. After analyzing the effects of similar

adjustments on several income and labour force items, the authors conclude
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that the adjustments "... have their major effect on aggregates with
the effects on overall percentages and rates being much less pronounced".

Another common objective of sample surveys is to produce es-
timates of differences between various sub-groups of the population.

For the non-coverage bias to be important in the comparison of sub-
classes, the effect of the bias on one of the classes must differ sig-
nificantly from its effect for the other sub-class. If both sub-classes
are affected in the same way and to the same extent, the bias in their
difference will cancel out. However, more often than not, the assumption
of such an automatic cancellation is quite inappropriate.

The importance of bias resulting from non-coverage should be judged
in relation to other errors in the survey. For example, if coverage
errors are known to be appreciably smaller than errors due to non-
response, it would be appropriate to devote additional resources to re-
ducing non-response rather than to eliminating the already small non-
coverage. In the reverse situation (which probably is more common in
developing country surveys) of relatively small non-response but large
under-coverage, resources should be devoted to reducing the latter.
Similarly, in deciding on the sample design and size, possible coverage
errors need to be compared with sampling errors, not only for the es-
timation of population totals, but also of other statistics such as
population means, means and differences of sub-classes etc. For example,
even in samples of reasonable overall size, the sampling error in es-
timates of differences between small sub-classes can be quite large;
consequently, the relative importance of bias due to coverage errors

may be much less for these estimates.

F. Estimation of coverage errors

1. Introduction

As mentioned previously, the estimation of coverage error is
difficult and expensive, but nevertheless generally an important task.

One of the major advantages of regular programmes of integrated surveys,
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as opposed to one-time ad hoc surveys, is the opportunity they offer
for the measurement and control of errors, particularly coverage
errors. Within the context of integrafed survey programmes, it is
possible, and even necessary, to develop sampling frames or master
samples so that the cost of their construction and maintenance can be
distributed over a number of individual surveys. The repeated use of
a master sample makes it all the more important that adequate resources

be allocated to the measurement and control of coverage errors.

2. Evaluation of coverage errors in censuses

Several methods have been developed to estimate under-coverage
in censuses, and some of them are also relevant to household surveys.
A description of the nature and relative advantages and disadvantages
of these methods follows (for a more detailed account, see Siegel, 1974):

(i) Re-interview studies. These studies can take many forms.

One straightforward version is to conduct an independent
re-enumeration, following the census, in an area pro-
bability sample. The resulting listings of dwelling
units, households and persons are matched against those
from the census for the same areas. In some studies,
there may be additional field work to reconcile and ex-
plain differences found in matching. A major advantage
of this method is that it identifies separate components
of coverage error, for example, duplication, missed
dwelling units, and persons missed in enumerated dwell-
ing units. A major disadvantage is that, as shown by
experience, persons missed in enumerated dwelling units
in the census also stand a good chance of being missed
in the reinterview survey in spite of all precautions.
Another disadventage is that matching operations are
prone to errors which may significantly affect the re-
interview study estimates of coverage error.

(ii) Record checks. In general terms, a record check study
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(iv)
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consists of taking a sample list of persons from some
source other than the current census, determining the
residence of each person at the time of the census,
and checking against census records to see whether
these persons were enumerated in the census. Source
lists may be from a prior census, a household survey,
various types of administrative records, or some com-

bination of these.

Omissions from the record check source lists are less
likely to be correlated with omissions from the census
than are omissions from re-interviews; consequently,
underestimation of under-coverage is less likely.
However, up-to-date lists covering the entire census
target population are difficult to locate, and matching
problems may be an even greater source of error than

in re-interview studies.

Analytical techniques. In this approach, data from

various sources, such as prior censuses, vital records
and records of external migration, are used to dev-
elop values for the total population and sub-groups
classified by age, sex and race, etc. as of the census
date. These expected values are compared with the

corresponding census counts.

If reasonably good datae are available to derive the
expected values, this method may provide the best
estimates of under-coverage. There are no matching
problems involved. However, the method provides only
estimates of net coverage error at the aggregate level
and does little to identify components of and reasons

for coverage error.

Comparisons with aggregates from administrative records.

For some segments of the population, indications of
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coverage error may be obtained by comparisons with
aggregated data from various kinds of administrative
records: voting lists, population registers, birth
records, social security records, etc. Such comparisons
do not provide information on components of coverage
error, and when differences are observed it mey be hard

to determine which of the totals is in error.

The above review clearly shows that there is no single best
method of estimating coverage error. To obtain best results it is
desirable to use more than one method and compare results. In many
developing countries, however, the methods available are quite limited.
The analytical techniques require the existence of a reasonably com-
plete system of vital registration. This prerequisite is not met in
most developing countries. The same is generally true of record checks
and uses of aggregate data from edministretive sources. Hence most
developing countries have to depend upon sample checks involving re-
enumeration for evaluating census coverage, even though recognizing

the disadvantages of that approech.

3. Evaluation of coverage errors in household surveys

In theory, all of the methods described above are available for
estimating coverage errors in household surveys. In practice, the
methods which require additional field work -- re-interview and record
check studies -- are seldom used for this purpose; survey organizations
rely almost entirely on analytical techniques for after-the-fact
evaluation of coverage.

An exception is the re-interview programme of the U.S. Current
Popualtion Survey. A sub-sample of units is re-interviewed each month
and a sample of aree segments relisted. FEmphasis, however, is on the
measurement of response error, and the re-interview programme accounts
for only e smell proportion of missed persons, as estimated by enaly-
tical techniques. An experiment was conducted in October 1966 and June

1967 in which the entire re-interview was devoted to coverage. This
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experiment showed that the re-interview programme could provide better
estimates of coverage if more attention were given to that aspect;
nevertheless, estimates of under-coverage were still well below those
obtained by analytical methods (Brooks and Bailar, 1978; U.S. Bureau
of the Census, 1968b).

Re-interview and record check studies are done somewhat more often
in conjunction with household surveys to estimate response variance
and bias, probably reflecting an implicit Judgment that these components
of non-sampling error affect survey results more than coverage error
does. Procedures for re-interview and record check studies are discussed
in Chapter VII.B.

Comparison of the data from a household sample survey with other
sources such as a population census can usually provide at least a
broad indication of the coverage or representativeness of the sample.
One may, for example, compare the distribution of the population by
region, type of place (urban-rural), and by characteristics such as
age, sex and ethnic group from the survey with corresponding data from
a recent census. The census counts should be adjusted to make them as
nearly comparable as possible with the survey estimates. The principal
adjJustments normally are those needed to account for differences in
reference dates and for differences in the target populations. For
example, institutional population may have been covered in the census
but not in the survey. Even though effects of all sorts of sampling
and non-sampling errors are confounded in such a comparison, the major
factor involved is probably the quality of coverage of the sample. It
should be a routine practice to make such comparisons whenever alter-
native sources of data are available.

In many developing countries, probably the only external source
available for a more specific evaluation of coverage errors in a sample
survey is the population census. If the area units used in the sample
are compatible with areas used in census (for example, enumeration areas,
or other area units such as individual localities), and if the census

data have been tabulated by those areas, then a comparison between the
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sample and the census at that level may be possible. Similarly, if

the census is reasonably recent aend sufficient information exists to
identify individual dwellings, households or persons as enumerated

in the census, then case by case comparison with the sample survey

may be possible. Whether the comparison is at the area level or at

the level of individuel units, one necessary condition is that the
census and survey results that are compared must be based on the same
units not only as formally defined, but also operationally. Also, such
a comparison will only be meaningful, so far as coverage errors are
concerned, if the sampling frame is at least partly independent of the

census.

G. Control of coverage errors

No study of coverage errors can compensate for poor work in the
original survey. Post-survey evaluation studies can be instrumental
in avoiding misinterpretation and misuse of the data, in identifying
areas where improvements in methodology are called for, and in
formulating measures to improve coverage in future surveys. However,
the errors in the original survey remain. Hence, the emphasis in all
survey work must be on the prevention of errors.

To control coverage errors, sufficient resources must be devoted
to the construction and updating of sampling frames. Given the normal
resource constraints, the best way to ensure this is to distribute the
costs involved over several surveys. Depending upon circumstances,
this can be done in various ways. In many developing countries, the
first priority would be to develop a master sample system with suit-
gble area units, sufficient in number to meet the precision require-
ments of any household sample survey which the country might wish to
conduct. Also, the master sample should be designed to permit re-
peated and inexpensive sub-sampling for individual surveys. With
such an integrated system it may be easier to devote more resources

and efforts to map the sample areas accurately, obtain auxiliaery
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information as needed and institute procedures for keeping the area
frame up-to-date between censuses.

Many multi-stage designs for household surveys involve prepara-
tion of listings of dwelling units or households for selected ultimate
area units and, in some cases, selection of samples from these listings.
Because individual dwellings or households are likely to be less stable
than area units, the time interval between the establishment of lists
and their use for survey purposes should be held to a minimum. The
preparation of fresh lists for each survey is not always feasible be-
cause of the high cost of such an operation. The strategy should be
(i) to distribute the cost of listing over a number of surveys, i.e.
to plan individual surveys so as to ensure sharing of‘listings as far
as possible, (ii) to avoid making new lists whenever the purpose can
be served by a cheaper operation to update existing lists, (iii) to
choose a sampling design which avoids unduly large listing work and
(iv) to plan the listing operation and procedure so as to minimize the
risk of coverage errors and to devote sufficient resources to ensure
good gquality of listing.

The development of integrated survey programmes, and specifically
the maintenance of a master sample of area units would go a long way
towards ensuring objectives (i) and (ii). The implication of (iii)
is that, generally, the sample design should be determined such that
the ratio of the number of units to be listed to the number in the
sample for which substantive data are actually collected is not large.
This may, for example, call for greater clustering of the sample in
situations where the available area units for sampling are large in
size, and/or segmentation of such area units before dwellings or
households are listed. Where appropriate, compact cluster sampling
may be used to avoid a separate listing operation altogether. Further,
the survey programme should be designed such that lists prepared for
a master sampling frame are more or less exhaustively used by the
surveys in the programme. The point is simply to pay due attention,

in determining the survey design, to the relatively high costs of
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good listing and to potential trade-offs between sampling errors,

which can be reduced by the use of listing and sub-sampling, and

non-sampling (in this case, coverage) errors, which may be increased

as a result of listing errors and changes occurring between the list-

ing and interviewing operations. A good discussion of some of these

issues is given in World Fertility Survey (1975a) and Verma (1977, 1980).
Once sufficient care is teken to keep the size of the listing

operation within manageable limits, it may be more feasible to devote

adequate resources and care to its quality. The choice of listing

"chunks" of a few dwelling units each, or

units is important. Small
even individual structures or dwellings, may be more suitable units

for durable lists than individual households. Listers should be

trained to proceed with listing in a systematic and specified way,

use maps to indicate the itinerary followed during listing, and dev-
elop sketch maps for areas where adequate addresses do not exist.
Supervisors should do spot checks of the listers' work, especially

in the early stages of the operation and for less experienced listers.

Listing and the subsequent use of lists by interviewers,
especially in areas lacking well-defined street patterns, is facilitated
if identification numbers appear on the outsides of all structures. 1In
some areas, all or most structures will already have such numbers, and
they should be recorded by the listers. Where there are no such numbers,
it may be possible to arrange for listers to mark or affix identifica-
tion numbers specifically for the purpose of the survey programme.
However, this should only be done after obtaining appropriate clearance
with local authorities and giving due consideration to possible adverse
effects of this practice on the co-operation of residents in future
surveys.

Another determinant of the amount of coverage error is the quality
of work done by interviewers. This is especially important with res-
pect to the coverage of persons who are members of the target popula-
tion within occupied sample listing units. The forms and procedures

used by interviewers to list household members should be tested prior
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to the survey. As was recommended for listers, supervisors should
do spot checks of interviewers' work, with due attention to the

completeness of household listings.



CHAPTER IV

ERRORS DUE TO NON-RESPONSE

A. Basic concepts

1. Definition of non-response

Non-response arises when households or other units of observa-

tion which have been selected for inclusion in the survey fail to
yield all or some of the data that were to be collected. This failure
to obtain complete results from all the units selected can arise from
several different sources, depending upon the survey situation. For
example, in a household survey, the interviewers may fail to locate a
selected household, or the respondent may not be at home when the in-
terviewer calls, or the respondent may be unwilling or unable to res-
pond, or the completed questionnaires may be lost.

Non-response may be total or partial. Total non-response refers
to the failure to collect any survey data from a sample unit. Partial
or item non-response occurs when a co-operating unit fails or refuses
to provide some specific items of information. For exsmple, in an
income-expenditure survey, some otherwise co-operating respondents
may refuse to give information on some sources of income, or on some
items of consumption. Sometimes items are omitted because the inter-
viewer fails to ask the question or to record the answer.

Total non-response is relatively easy to define in principle
and very noticeable in practice: unlike non-coverage discussed in
the previous chapter, non-response can generally be measured by com-
paring the lists of units selected for the sample with the units for
whieh information is returned from the field. In practice, however,
the situation can be more complex. For example, the selected sample
may not take the form of lists which can be directly compared with
returns from the field; or the units used for listing and sample

selection (for example, dwellings) may not be directly comparable to
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the units of observation (for example, households or individuals).
Even when there are no such difficulties, it may be difficult to
differentiate between '"blanks" in sample lists (such as vaecant dwell-
‘ing units) and probable cases of non-response (such as units which
cannot be located due to inadequate description in the list). The
latter case is characterized as "probable'" non-response, since there
is a possibility that the unit could be vacant.

Partial non-response is also easy to define in principle, but
will only be recognizable in practice if the questionnaire is suitably
designed and the instructions for completing it are followed by the
interviewers. The most common problem occurs in the recording of
amounts, such as the amount of income from each of several. sources.

It is desirable (but often not accomplished in practice) that the
recording procedure should meke it possible to distinguish between
those cases where the respondent had no income in a particular cate-~
gory and those cases where no response was obtained for that category.

The latter case represents item non-response; the former does not.

2. Measures of non-response

In most survey reports, the extent of non-response is indicated

by reporting its complement, usually celled either a response rate or

e completion rate. Bailar and Lanphier (1978) define the response

rate as "the number of eligible sampled units responding divided by
the total number of eligible sampled units'". This is the generally
accepted definition, although various other measures are used from
time to time. The above definition actually gives a ratio or propor-
tion; it may be multiplied by 100 to express the response rate as a
per cent.

If ultimate sampling units have been selected with varying pro-~
babilities, it may be useful for some purposes to calculate a weighted

response rate, in which the appropriate weights are applied to the

individual eligible sampled units in the numerator and denominator.

In a household sample survey, response rates are normally computed
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for households. To apply the above definition, there must be agree-
ment on what constitutes an "eligible" household and what is meant

by a "responding" household. For example, if responses to a few core
items for an absent household have been obtained from neighbours, but
many items are missing, should this household be classified as respond-
ing?

In most cases response rates can be measured well if accurate
accounts are kept of the disposition of all eligible elements that
fall into the sample. Such records are necessary for understanding
the sources of non-response, for its control and reduction, for pre-
dicting it in future surveys, and for estimating its possible effects
on survey results. Furthermore, reporting the extent of non-response
to users has become an accepted practice in household surveys.

The aims noted above can be better served if the many possible
sources of non-response are sorted into a few meaningful classes. A
good classification of non-response depends upon the survey situation,
and the terminology used in the description of non-response depends
upon the type of survey. For example, in interview surveys one talks
of "not at homes" and "refusals", while in meil surveys these terms
may be meaningless. In this chapter, terminology appropriate to per-
sonal interview surveys will be used.

Item response rates are generally computed only for households

or persons counted as responding to the survey and for whom a res-
ponse to the specific item should have been obtained. Thus, if a
specific item applied only to women aged 14 and over, other persons
responding to the survey would not be included in the denominator of
the response rate for that item. Item response rates are an indica-
tion of the potential effects of non-response bias on the items and
point to specific problems that may call for revision of the ques-
tionnaire and/or the instructions to interviewers.

When a survey variable, such as household income, is based
on responses to several questions, the interpretation of item response

rates is less straightforward. Assuming that each household not
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responding on one or more of the relevant gquestions is counted as not
responding on income, then the item response rate will depend, in part,
on the number of separate questions used and on whether or not the ques-
tions are asked separately for each household member. However, a re-
latively low response rate on income resulting from the use of a large
number of seperate questions is not necessarily an indicetion of sig-
nificant bias resulting from non-response. In fact, the combined
effects of non-response and response bias are likely to be smaller if

more guestions are used.

3. Maejor issues

In evaluating the significance of non-response for any particular
survey, the important questions to be considered are:

- what are the rates of response (expected and actual)?

- do the responding units differ from the non-responding

ones, and if so, to what extent?

- what are the sources of non-response; how can it be

reduced?

- wvhat can be done to eliminate, or at least to reduce,

the effect of non-response on the survey results?

- what part of the survey budget should be allocated

specifically to reducing non-response?

With respect to the last of three gquestions, it should be re-
cognized that the same sources may give rise to various errors in
survey results, including non-response. For example, inadequate train-
ing and supervision of field staff may result in poor coverage, high
non-response, serious response errors, etc. Hence, the "cost" of re-

ducing non-response cannot in general be looked at in isolation.

L. Organization of chapter

Various sources of non-response are discussed in Section B. The
relative importance of these factors and the measures needed to control

them will vary. In any given situation, the obJective of identifying
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the maJor sources of non-response is to devise measures to control it
and also to estimate its effects on survey results. Section C pro-
vides some illustratirns of the level of non-response from surveys in
both developed and developing countries. In general, refusals to
participate in the survey are an importent source of non-response in
developed countries, but e relatively minor component of non-response
in developing country household surveys. Section D examines the
effects of non-response on survey results, and gives some illustra-
tions.

Section E provides general guidelines for improving response
rates in household surveys in developing countries. Section F covers
procedures used in household surveys to deel with non-response in both
the date collection and date processing stages, with speciel aettnetion
to imputation of missing data. Finally, Section G identifies some
additional sources of information on the subject of non-response in

household surveys.

B. Sources of non-response

1. Introduction

Many factors can lead to non-response. The relative importance of

different factors and the measures needed to control them vary from coun-

try to country, from one culture to another, and from one survey to

another. In eny situetion the obJective of identifying the major sources

of non-response, and the characteristics of the field staff and respond-

ents associated with non-response, is to devise measures to control non-

response, to adJust for it, and to estimate its effects on survey results.

Two major categories on non-response may be identified: non-
contact and refusel. By and large, the major problem in most developing
countries, specielly in rurel areas, appears to be non-contact due to
difficulties in access to and identification of units, resulting from

defects in the sampling frame and other adverse circumstances. In the
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more developed countries, the most significant problem may be an in-
creasing incidence of potential respo;dents' refusal to co-operate with
the survey (Verma, 1980). Failure to find an eligible respondent "at
home" after repeated attempts is also & significant factor.

In a continuing programme of surveys, it is usuelly possible and
cost-Jjustifiable to devote more attention and resources to improving
the sampling frame, and consequently to reduce the incidence of non-
contact -- which, as noted above, is often the most significant com-
ponent of non-response in developing countries. The deployment of
permanent enumerators, often stetioned within or near sample areas, also
helps in the same direction. Enumerators can become familiar with local
conditions as well as the respondents, and are able to make the necessary
call-backs more economically. On the other hend, greater attention needs
to be paid to respondent burden, specially if the same respondents have
to participate in a number of different surveys or in e number of rounds

of a longitudinel enquiry.

2. Failure to gein access_to sample units

A possible source of non-contact, especially in developing coun-
try surveys, is the inaccessibility of some of the sample areas due to
conditions such as civil disturbances, political or security problems,
or floods and other naturel celamities. Sometimes, due to unfavourable
publicity, most of the respondents in a particular sample area may re-
fuse to co-operate. In such cases, most of the non-response in the
survey may occur in a few clearly identified areas. An attempt should
be made to anticipate such difficulties during the planning phase, and
special arrangements should be made to ensure the coverage of the prob-
lem areas as far as possible. For example, rescheduling of the survey,
or the use of locelly recruited interviewers may reduce the problem.

If a problem of some magnitude remains, it may be necessary to redefine
the study population by explicitly excluding the inaccessible domains.

In many survey situations, it is necessary to employ locally re-
cruited interviewers who are familiar with and eble to work in local

conditions and language. It is not alweys possible to replace field
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workers unable to continue their duties by other interviewers or by
new recruits in time to complete scheduled interviews. Such situations
are similar to the case described in the previous paragraph in the
sense that loss of field staff may result in some sample areas becoming
"inaccessible" within the survey period and resources.

Defects or deficiencies in the sampling frame are another common
source of non-contact, especielly in developing country surveys. For
example, an inadequate description of the area sample units may result
in failures to locate or correctly identify the assigned units. 1In
such situations non-response may be difficult to distinguish from non-
coverage. The incidence of such problems depends upon factors such as
the sampling procedures used, the quality of sample lists and how up-
to-date they are, the mobility of the population, and of course the
qualifications, training and supervision of the field staff. It has
been a common experience that the living arrangements and mobility of
the population in urban areas results in such problems being more

common in those areas than in rural areas.

3. Failure to contact respondents

Once the interviewer has located, identified and assessed the
sample unit to be interviewed, he or she may still fail to contact
a suitable respondent. Success in contacting an appropriate respond-
ent depends upon several factors. First, the type of respondent con-
sidered acceptable for the survey is important. Non-contact is likely
to be less common in household surveys where any adult member can pro-
vide the required information; it is likely to be more common if in
each household one or more specified members need to be contacted in-
dividually. The nature of the respondent also makes a difference:
for example, it is easier to find people who work at home than those
who work away from home.

The degree of difficulty in contacting an acceptable respondent

depends strongly on whether or not proxy responses are permitted. Proxy

interviewing refers to the collection of data for selected persons from
some other person, such as another member of the household. With the

survey resources and sample fixed, one can expect lower non-response
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(but greater response error) if proxy interviews are allowed. This
is illustrated by the following date from labour force surveys in

Canada (Platek, 1977; see also Fellegi, 1973). Non-response rates are

compared for a "Methods Test Panel" (MTP) in which the incidence of
proxy interviewing permitted was lower, and the regular Labour Force

Survey (LFS) with more proxy interviewing permitted.

Table 4.1

Comparison of non-response rates from the
Canadian Labour Force Survey and a Methods Test Panel

Domain A Domain B Total

Tten WP DFs M LI5S WP LS
Total non-response 11.6 6.9 9.3 3.9 11.0 5.9
-temporarily absent

or not at home 6.6 L.k 4.7 3.0 6.1 4.0
-refusals L. L 2.0 4.5 0.7 L.k 1.5
-others 0.6 0.5 0.2 0.2 0.5 0.4
% of proxy interviews 23.L 52.3 T.1 L4.8 19.3 L9.7

Domain A corresponds to "self-representing units'", which are normally
the larger urban areas. In this domain, proxy interviewing was more
common and at the same time overall non-response was higher, reflecting
the effect of type of place. The data show that proxy interviewing
lowered not only the non-response due to temporary absence, but also
that due to refusals.

The survey rule concerning the use of proxy-interviewing is an
important consideration affecting the cost of the survey. In addition
to response rates, it will also affect the accuracy of the data. Further
treatment of this question may be found in Haase and Wilson (1972);
Singh and Tessier (1975); Kovar and Wilson (1976); and U.S. National
Center for Health Statisties (197T).

Another factor influencing success in contacting respondents is
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the timing of the survey. For example, during the holiday season,

large numbers of people may be temporarily away from their usual place

of residence. Agriculturael workers may be away during the harvest
season. In fact, the timing of field work can be a major design
decision affecting not only success or failure in contacting respond-
ents, but also the whole quality and feasibility of the survey operation.

In this connexion, it is useful to distinguish between two cate-
gories of non-response: (i) temporarily away, and (ii) not at home.
The first refers to respondents who are known to be away during the
entire operational survey period, and is influenced by the timing of
the survey operation. The second refers to respondents who are not at
home when the interviewer calls, excluding cases in (i). The incidence
of not-at-home respondents depends upon factors such as the type of
respondent involved (for example, daytime during the week is parti-
cularly unsuitable for finding employed members of the household),
the care with which the interviewer chooses the time of each visit, the
availability of information on the respondents' movements and especially
the number of call-backs made.

Finally, reference can be made to the problems of contacting
respondents in successive rounds of longitudinal surveys, in which
information is to be obtained for the same persons or households over
several survey rounds. The problem to be faced is that persons and
households move between rounds; sometimes within the same sample area,
sometimes to another sample area, and sometimes to an area not in the
sample., Special procedures must be established to ensure that the
proportion of units lost to observation in later rounds of the survey

is held to an acceptable level.

L, Failure to gain co-operation

Following a successful contact with respondent, the next step
is to obtain the respondent's co-operation to provide the required in-
formation. This effort may be completely, partially, or not at all
successful, with the second and third possibilities leading to partial
and total non-response, respectively.

As indicated earlier, refusals are an increasingly serious prob-

lem in social surveys in developed countries, and may be becoming so
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in some developing countries, particularly in urban areas. In large-
scale and compulsory operations such as a census of population, a pub-
licity campaign through mass-media can be used to make the operation
and its timing and obligatory nature known to the public. Such efforts
can result in higher response rates. However, most sample surveys are
neither compulsory nor have budgets that permit a broad publicity cem-
paign. Nevertheless, publicity cempaigns may be useful, if they are
focused on the areas selected into the sample. In many areas, pre-
liminary discussions with local authorities are essential as a first
step in gaining co-operation from the residents who have been selected
for the survey.

Many factors can affect the incidence of refusals, including the
auspices of the survey, the reputation of the organization conducting
it, the nature of the questions to be asked, the length of the inter-
view, the technique and skill of the interviewers, and the nature of
the respondents themselves. On the other hand, people's reaction to-
wards any particular survey may be greatly influenced by more general
attitudes, either favourable or unfavourable, which they have developed
towards all survey activity on the basis of past experience and informa-
tion received from other sources. It is, for this reasons, important
for any survey organization to conduct its work in such a way that
respondents are always treated courteously and with respect, and that
no harm comes to them as a result of their having provided information
for statistical purposes.

It is hard to generalize on the subject of how refusal rates are
affected by the nature of the questions asked in the survey. There is
little evidence to suggest that people are any less willing to answer
questions on many sensitive topics than they are to answer simple
"factual" questions. On the contrary: surveys on fertility and contra-
ception for example have experienced little difficulty in many countries.
Of course, refusal rates can be higher if the questions are perceived
to be threatening in some way, for example in surveys concerned with

what may be regarded as undesirable behaviour (e.g. the use of alcohol
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or drugs) or with income and wealth (which may generate fear of taxa-
tion or confiscation). Even if such questions do not result in ex-
plicit refusals, the quality of the information provided may be ad-
versely affected. Some "refusals" to answer particular questions may
simply reflect the respondent's inability to understand the question
or to provide the information requested. In such cases it is often
difficult to distinguish between an actual refusal and a "don't know"
response. The important thing in a particular situation is to anti-
cipate such problems and to pretest the feasibility of the question-
naire before launching a full-scale operation.

Some developed countries have undertaken studies to find out why
people refuse to co-operate; this is generally done by conducting limited
interviews with non-respondents to specific surveys. One such study was
conducted by the Swedish Central Bureau of Statistics (Bergman et al,
1978). Generally speaking, it was found in this survey that people are
very much '"concerned about privacy and confidentiality, and about being
computer registered". Some of them did not believe that the informa-
tion supplied by them would be treated as confidential. Some inter-
viewees were "suspicious peofle negative to contacts with strangers".
Others were critical of authorities and the community as a whole;
therefore, they did not want any contacts. Some older people said that
they had '"'meither the strength nor the energy to receive visitors'.
Some asked the question "why should it be Just me who has to parti-
cipate? You can surely take someone else". Some respondents said
they were negative to the survey because of lack of time to co-
operate. Among poor people, cases were found of the attitude that
statistics is the tool of the bosses who should not be helped through
co-operation with surveys. One person said the survey was "damned
unpleasant and absolutely forced on me, nothing less than an intrusion".
Some people referred to the survey sponsors as '"they'": for example
"They take surveys in order to conceal unemployment". With this back-
ground, it was concluded by the researchers that some level of non-

response had to be accepted as being beyond the statisticians' control.
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5. Response burden and non-response

Non-response is often associated with the burden that the survey puts

on the respondent. The burden may refer to the length of the question-
naire; the strein it pleces on the respondent's memory; the need for

the respondent to search for information or documents, or to keep a
diary; and, of course, the subjection of the respondent to repeated
interviewing. Respondent burden may affect not only the response rate,
but also the quality of the information obtained. This consideration

can be a very significant one in the context of integrated programmes

of surveys. It may appear attractive, from the point of view of statis-
tical efficiency, to retain the same sample of households or persons in
a multi-round longitudinal study, or to subject it to a number of surveys
within a short period. However, this may adversely affect both the res-
ponse rates and the data quelity. The effect of response burden on res-
ponse rates was studied in labour force surveys in Canada (Platek, 1977).
In some of these surveys the burden was increased by asking the same
households to participate at the same time in other surveys. This led
to a higher non-response rate. In the Indian National Sample Survey,

a number of subjects may be canvassed simultaneously in any given annual
round. However, the different questionnaires are administered to differ-
ent samples of households loceted in a common sample of areas. This is

done primarily to reduce respondent burden (Rao and Sastry, 1975).

6. Interviewers and response rates

Another issue which has been the subject of several studies is
the relationship between interviewers' characteristics, such as age,
sex, level of education, experience and race, and response rates.

These studies describe specific situations, and broad generalizations
are not possible. Reflecting the experience in a number of countries,
one report notes that "the (surveys) have successfully used housewives,
graduates and nurses as interviewers; similarly, in all categories
there have been failures" (Verma, 1979). Lyberg and Rapaport (1979)

report that in Sweden no differences attributable to sex of interviewers
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were found in the response rates, but younger and older interviewers
did better than those in the middle-age ranges, and interviewers with
modest education did better than their colleagues with higher educa-
tion. A study on the Canedian experience emphasized the role of the
interviewer, noting that "respondents are persuaded to co-operate in

a survey as much by the sincerity and cepability of the interviewer

as they ere by the validity of the arguments he or she presents. In
the recruitment of interviewers, it is thus necessary to pay full atten-
tion to their abilities and willingness to get along with people as it
is to check their intelligence, general competence and heslth. It is
also necessary to keep building their ability to motivete the respond-
ents (to co-operate)". The following teble (Gower, 1979) shows how a
relaetively small proportion of the interviewers can be responsible for
a substant;al proportion of the non-response. It is important to

identify such interviewers, and to retrain or replace them es necessary.

Table 4.2

.

Distribution of Canedian Lebour Force Survey Interviewers
non-response rate

Non-response ' | : ! ! ! over!
rate (%) ! 0 !0.1-5.0 !5.1-10.0 !10.1-15.0 !15.1-20.0 ! 20 | Total

¥ Y +— —r T ~ +

Per cent of in- , : ' : , | :
terviewers }15.0 ! 40.0 ! 31.3 ! 9.2 voo2.T ''1.2 ) 100.0

1 1 1 t L] L] ]

An illustration of an experiment designed to study the effects of differ-

ent interviewer characteristics on response rates is given in Gales and

Kendall (1957).

7. Characteristics of non-respondents

It is important to try to identify relevant characteristics of
non-respondents. This is necessary to design measures to reduce and

edjust for non-response and to estimate its effects on survey results.
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In Canadian Labour Force surveys it was found that non-responding
households differed from the responding ones in household size and
labour force status (Gower, 1979). In a study by Barnes and Birch
(n.d.) respondents and non-respondents were compared on e number of
characteristics. OSubstantial differences were found by tenure:

owners of houses had a refusal rate of 14.1%, while for local council
tenants the rate was 5.3%. In a study by Demaio (1980), older people
and people with higher incomes refused more frequently, though no
difference was found by race or sex. There have been numerous articles
and reports on this subject, including Bennett and Hill (1964); Cobb,
King and Chen (1957); Dunn and Hawkes (1966); Lubin, Levit and Zuckerman
(1962); Lundberg and Larsen (1949); Newman (1962); Ognibene (1970);

Pan (1951); Reuss (1943); Skelton (1963). Although no generally valid
conclusions are possible, many useful results have been -obtained regard-

ing particular types of surveys and methods of data collection.

C. ©Some examples

1. Introduction

The overall incidence of non-response can vary greatly from one
country to another, and from one survey to another. In some voluntary
surveys in developed countries, quite high proportions of the sample
may fail to respond in spite of strenuous efforts on the part of the
survey organization. For example, non-response rates of 16% to L48% have
been reported in major continuous government-sponsored survey in the
United Kingdom (UK Office of Population Censuses and Surveys, 1978).
In many developing country surveys, much lower-non-response rates have
been reported. Within a given country, non-response is frequently
higher in urban than in rurel areas. Also, the composition or source
of non-response is different in different situations. While refusals
or failure to contact respondents may be more common in developed
countries, failure to gain access to or locate sample units may be

the main source in some developing country surveys.
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Examples of non-response rates in surveys from several countries
are presented in this section, first for developed countries and then
for developing countries. These examples document the substantial
variation between countries and between surveys in the levels and types
of non-response. Some of the examples from developed countries also

illustrate trends in non-response in recent years.

2. Illustrations from developed countries

For three major continuous surveys in the United Kingdom, non-
response rates in 1971 were as follows (United Kingdom, Office of
Population Censuses and Surveys, 1978):

General Household Survey 15%

Family Expenditure Survey 30%

National Food Survey 464
These surveys differ widely in the burden which they impose both on
the survey organization and on responding households. This may account
in part for the difference in response rates. The General Household
Survey comprises a household schedule plus separate interviews with all
adult members of -the household; however, proxy interviews are teken if
one or more household members are unavailable. The Family Expenditure
Survey requires completion of a household schedule covering major and
regular expenditure items, an income schedule for each adult in the
household, and a comprehensive record of purchases made by each spender
over a two-week period. If any individual fails to respond, the res-
ponse of the household as a whole is invalidated. The National Food
Survey is a very detailed enquiry involving multiple visits and record-
keeping.

Some additional details are available for the General Household
surveys. Barnes and Birch (n.d.) report data collected in the course
of several years. The table below includes separate data on partial
non-response, i.e., the percentage of cases for which less than complete
information was obtained; such information is not usually provided in

studies on non-response.
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Table 4.3
Data on non-response from the UK General Household Survey:
1971-T4
Outcome 1971 1972 1973 1974
Successful response 70.8 69.2 69.7 4.3
Partial response 1L.6 1k4.7 1k.0 11.6
Non-response total 1L.6 16.1 16.3 4.1
Non-contact 2.7 2.6 2.8 2.b
Refusal 11.9 13.5 13.5 11.7

Note that the non-response rates are stable from year to year, and that
refusals generally account for over three quarters of the total non-
response. On the other hand, it reflects well on the survey organiza-
tion that the rates of non-contaect are uniformly low.

The presence of high non-response rates in most government surveys
in Sweden has created considerable concern about the problem, and has
resulted in much research to shed more light on the sources of non-
response. Non-response rates for a number of surveys over several years

are presented by Lyberg and Rapaport (1979):
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Non-response and refusal rates for government
surveys in Sweden: 1970-78

Survey (1) LFS* (2) PPS* (3) HIS* (4) sCBE* (5) SLC* (6) SHECH*
Year T#% R#¥* 7 R T R T R T R T R
1970 1.7 1.2

1971 3.0 2.3

1972 3.4 2.7

1973 3.6 2.6 11.7 6.6 10.9 8.9

197k L.2 2.7 145 7.5 11.8 9.4 17.6 6.9 17.6 16.5

1975 7.1 3.8 14.7 7.9 12.8 8.2 15.3 10.8 19.1 18.0

1976 7.4 L.1 14,8 8.9 12.9 9.1 16.1 10.8 21.3 19.5

1977 7.0 3.9 12.9 T.1 11.9 7.9 15.4 10.3 20.0 18.2

1978 6.5 3.6 1:2.4 6.6 12.3 8.1 1.4 9.8 15.2 13.9 17.7 .2.C

#The results are shown above for the following six surveys: (1) Labour
Force Survey, (2) Party Preference Survey, (3) Household Income Survey,
(4) Survey of Consumer Buying Expectations, (5) Survey of Living Con-
ditions, and (6) Survey of Household Energy Consumption.

¥#T = total non-response rate, #XR = refusal rate.

The Labour Force Survey (LFS) shows the lowest non-response rates.
During the first half of the 1970s, the rate increased considerably,

but stabilized at around 7% after that. Refusal rates have also in-
creased, but account for a smaller proportion of the total in the latter
part of the period. In the other surveys, non-response rates are sub-
stantially higher and no ovirell time trend is indicated. There are
differences between surveys in the level of refusals as a proportion

of the total non-response. In the party preference survey (pPPS), for
example, refusals account for about one-half of the non-responding
cases; by contrast, non-response in the survey of living conditions

(SLC) is largely due to refusals.
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A recent study on non-response in a variety of surveys in Norway
(Thomsen and Siring, n.d.) concludes that:
"(1) Completion rates show e serious decline during the
last ten years in most interview surveys done by
the Central Bureau of Statistics of Norway.
(ii) Refusals account for approximately fifty per cent
non-response, independent of completion rates.
(iii) 1If no extra efforts had been made to increase com-
pletion rates, the decline in response rates would
have been larger than thaet actually observed."
Table 4.5 shows some examples of the upward trend in non-response

for selected types of surveys, summarized from this study:

Table 4.5

Trends in non-response for selected surveys in Norway

Political opinion Year 1969 1971 1972 1973 1977
Surveys Non-response(%) 9.9 12.6 19.2 19.4 21.6

Family expenditure Year 1967 1973 1974 1975 1976
Surveys Non-response(%) 21.8 28.6 32.6 32.3 31.0

Surveys of housing Year 1967 1973 ) The two surveys were
conditions )-almost identical in

Non-response (%) 9.9 22.9 ) procedures.

The study by Thomsen and Siring also illustrates the effectiveness
of call-backs in reducing non-response. Table 4.6 shows the percentage
of non-response after termination of "normal dete collection" (which in-
cludes some call-backs), and the finel level of non-response after extra
call-backs were made by telephone and by specially-trained interviewvers.
The results are for a labour force survey in Norway, conducted every
quaerter since 1972. For illustration, only date for the second quarter of

each year are shown.
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Table L.6

Effect of extra call-backs on non-response rates
in Norwegian Labour Force Survey: 1972-78 (2nd quarter)

Per cent distribution

% Non-response rate by reason

Year (date are Normal After extra

for 2nd quarter Procedure call-backs Refusals Not at home Other
1972 8.4 7.3 53 39 8
1973 10.5 9.5 NA NA NA
197L 10.6 8.8 L1 L2 17
1975 11.1 T.hb L5 L3 12
1976 1k.5 9.9 L5 38 17
1977 1b.1 10.4 L7 37 16
1978 16.4 11.9 L5 L2 13

Even though this survey allowed for proxy responses by other members of
the household, as much as 4O% of the non-response resulted from failure
to find a suitable respondent at home.

Data contained in & recent evaluation of labour force statistics
in the United States (National Commission on Employment and Unemploy-
ment Statisties, 1979) show non-response rates by reason over a period

of 24 years.
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Table 4.7

Non-response rates, total and by reason,
for the United States Current Population Survey:

195477

Total non- Non-response rate by reason

response No one Temporarily
Period rate® at home absent Refusal Other
1954-55 4.2 1.6 1.6 0.6 0.4
1962 5.0 1.9 1.8 1.0 0.4
1967 k.9 1.4 1.2 1.8 0.5
1972 4.0 1.0 1.0 1.8 0.3
1977 .1 0.7 0.7 2.5 0.2

¥Per cent of eligible households for which an interview
was not obtained.

These data show that the total non-response rate has been maintained

at about the same level, but only by a successful effort to reduce non-
response for reasons other than refusals in order to compensate for the
increase in refusal rates over the period.

The illustrations given above provide a broad enough ground for
concern about non-response in interview surveys in developed countries.
The experience in these countries is, of course, not uniformly dis-
couraging. For example, a rather optimistic picture of the effective-
ness of successive call-backs is given by the date presented by Cole
(1956) for a household income and expenditure survey in Great Britain.
The results in Table 4.8 are unusual in that the call-backs resulted
in complete coverage of the sample (note, however, that the results

refer to a period more than 25 years ago).
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Teble L.8

Interviews completed, by number of
calls, for & household expenditure
survey in Great Britain

No. of calls 1 2 3 L 5 6 and Total
more
Additional % house-
holds con-
tacted 62.0 22.3 9.0 b1 1.6 1.0 100.0
3. Illustrations from developing countries

There is a measure of agreement among survey statisticians that
the co-operation of respondents with household surveys in developing
countries is generally much better than that in developed countries.
Once the interviewer is able to locate and approach the respondent,
the respondent is very unlikely to refuse to co-operate. For example,
in a large number of national fertility surveys in various parts of the
world, the refusal rate rarely exceeded 0.5% (Scott and Singh, 1980).

This does not mean that the problem of non-response in developing
countries can be assumed to be non-significant. Rather, and more
typically, the problem arises from the failure to implement the selected
sample, the failure of the interviewer to locate and contact the res-
pondent, and in many cases, from the inebility of the respondent to
provide the desired information.

As an illustration, data are presented in Table 4.9 from several
surveys conducted in developing countries under the World Fertility
Survey programme (Verma, 1980). The table shows response rates for a
two-phase operation: first, households were interviewed (the left
hand panel), on the basis of which women in the child-bearing ages
were identified for a more detailed individuel interview (right hand
panel). The data show that once a household or individual was con-

tacted, refusal to co-operate was extremely rare. Failure to find the



-T6-

respondent at home was somewhat more common, though it was still under
1 per cent for the. household interviews in most Asian surveys and under
3 per cent in most surveys in Latin America. However, the largest
category responsible for non-response was the inability of the inter-
viewer to locate a sample address or to find an eligible household or

respondent at the address.
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Table 4.9

Sample outcome and response rates for fertility surveys
in selected developing countries

HOUSEHOLD INTERVIEWS INDIVIDUAL INTERVIEWS
Per cent of selected dwellings or hh: Per cent of identified women:
Other Other
Inter- Re- Not at non- Vacant, not JInter- Re- Not at non-
viewed fusals home response found, etc. viewed fusals home respons
Ghana 83.8 0.8 L.9 0.7 9.8 99.8 0.1 0.1 0.0
Kenya 82.6 0.3 1.b .71 11.0 95.8 - - -
Tunisiae 85.2 - -4.8 10.0 92.2 - - -
Turkey 79.2 1.0 8.5 1.6 9.7 - - - -
Bangladesh 9k.0 0.k 1.1 k.3 98.0 0.5 1.0 0.5
Fiji 91.0 0.6 .71 3.5 97.5 0.2 1.k 0.9
Indonesia 96.7 - - - - 97.7 0.0 1.7 0.6
Malaysia 95.7 0.1 0.1 0.0 L1 99.2 0.1 0.1 0.6
Pakistan 93.6 0.1 0.4 1.3 L.6 99.0 0.0 0.5 0.5
Philippines 86.L4 0.k 1.0 2.7 10.5 96.5 0.3 2.4 0.8
Sri Lanke 89.4 -_— 0.3~ - 10.3 99.4 - - -
Thailand 95.2 ——ee- —1.3 3.5 ok 4 - - -
Guyana 95.0 0.7 0.9 0.8 2.6 95.6 0.4 1.4 2.6
Haiti 80.9 - - - - 9k.8 - - -
Jamaica 82.7 3.2 3.0 0.2 10.9 93.6 2.8 2.2 1.3
Costa Rica 89.9 0.5 1.0 0.0 8.6 96.7 1.1 2.0 0.2
Mexico 89.3 0.6 2.9 0.2 7.0 95.3 0.5 3.5 0.7
Panama 91.4 0.1 0.6 0.0 7.9 97.5 0.0 2.5 0.0
Peru 89.2 0.5 3.0 0.0 7.3 93.0 0.k 6.2 0.4

('-' = not availeble)
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The figures in Table 4.9 illustrate a basic difficulty in
accurately reporting the incidence of non-response in such surveys.
The figures for non-contact depend critically on distinguishing dwell-
ings which are unoccupied from those whose inhebitants are temporarily
away. Unoccupied dwellings merely amount to "blanks" in the sample
lists and do not represent non-response, while dwellings whose in-
habitants are temporarily away do represent cases of non-response.
Field interviewers are not always able to make this distinction clearly.
Similar confusion can arise between sample addresses which ceased to
exist since the lists were made (and do not represent cases of non-
response), and addresses which the interviewer is unable to locate due
to inadequate description in the list. Most of those in the latter
category are likely to be cases of non-response. Inadequate documenta-
tion and the use of out-of-date lists for sampling increase such prob-
lems and at the same time they also increase the incidence of non-contact.

Some surveys in developing countries have reported substantially

larger non-response rates than those presented above. 1In addition,

there can be substantial regional and urban-rural differentials in
response rates. For example, in a recent survey of married couples in
Thailand, only 73% of the eligible males were successfully interviewed
in the Bangkok Metropolis while the overall response rate in the coun-
try as a whole was over 92% (Thailand, 1977). In a national survey of
married women in Turkey, the response rate in urban areas of one of
the regions of the country was only 65%, while the overall response
rate for the survey was 79% (Turkey, 1980). The latter study noted
that "the timing of the field work contributed substantially to non-
response, particularly in urban areas. Field work had to be completed
prior to the onset of winter, which unfortunately resulted in the in-
terviewing period coinciding with vacation months. Moreover, in some
regions such as (the region with the highest non-response rate men-

tioned above), dwellings were rather scattered making call-backs and
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sometimes even location of the house difficult for the interviewer.
Exactly the same problems, in fact, have been faced in previous Turkish
surveys, though their magnitude could have been reduced with more care-

ful updating of the frame'".

D. Effects of non-response on survey results

1. General considerations

Non-response bias results when the non-responding units differ
in relevant respects from those which respond to the survey or to
particular items. In this sense, the effect is similar to that of
non-coverage as discussed in the previous chapter. However, while
non-coverage is difficult to measure, the incidence of non-response
is or can be available in most cases from the results of the survey
itself. In diagnosing the causes of known deficiencies in the res-
ponding or achieved sample, it is often hard to distinguish the
effect of non-response from the effects of shortecomings in the con-
struction of the sampling frame or the selection of the sample (i.e.
from coverage and implementation errors). Thus, under-representation
of particular categories of households within the achieved sample may
occur because they tend for some reason to be omitted from the sampling
frame or to be missed by the field enumeration procedure, rather than
because they are less likely to respond. Correct diagnosis of the
source of the error is nevertheless vital, since the measures necessary
to reduce the bias will be quite different according to whether the
cause is sample deficiencies or non-response.

The effect of non-response on survey results has to be Judged
in relation to the magnitude of other possible errors. In some sur-
veys, non-response may not be a very significant source of error.

If the total non-response rate is 1 per cent, then the bias due to
non-response, at least for estimates of attributes, cannot be large,
even if non-responding units differ radically from those for which

deta are obtained. As described in Section F of this chapter, the
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use of appropriate imputation and estimation techniques can further
reduce biases due to non-coverage and non-response.

However, there is no room for complacency about non-response.
Most of the characteristics of non-responding units are not known
and may be assumed to be different from those of responding units.
Some illustrations of these are given below. Non-response can be
kept at & low-level only through strict attention to the development
of survey questionnaires and data collection procedures and to their

use 1n the field.

2. Direct indicators of potential non-response bias

There are several methods of obtaining quantitative informa-
tion which give, if not a direct measure, at least a direct indica-
tion of the potential non-response bias in a household survey. One
indication of the bias can be obtained from a comparison of values
reported for units who respond after the first call with values for
units who responded only after subsequent calls. Mail surveys, though
not very relevant so far as household surveys in developing countries
are concerned, provide a convenient basis for such an analysis of the
effect of non-response. In meny meil surveys, the first attempt re-
sults in much lower response rates compared to most interview surveys,
while substantial improvements have been reported after subsequent
reminders; also repeated attempts are more feasible because in mail
surveys explicit refusaels are not common. As an illustration, in a
mail survey in the State of North Carolina in the United States,
successive mailings resulted in the outcome shown in Table L4.10

(Hendricks, 1956).
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Table 4.10

Results from initial and follow-up mailings for
en agricwltural survey in North Carolina

No. of Average number of
Mailing Responses trees per farm
300 456
543 382
3 L3L 3Lk0

It is obvious from this table that an estimate of the average number
of trees per farm would be very biased if the farms not responding
to the first mailing were omitted. Clearly, smaller farms are less
likely to respond to the enquiry. Finkner (1950) reported similar
experiences from surveys of peach growers in North Carolina.

Data from the United Kingdom (Gray and Corlett, 1950) which
indicate the same effect in an interview survey on household income
and expenditures are shown in Table L4.11. The table shows (a) the
average expenditure on meals in catering establishments per adult
per week (shillings), and (b) the average number of visits to the
cinema per adult per month, tabulated against the number of call-
backs required to obtain en interview with the household.

Table 4.11

Selected results by number of calls required
from a UK income and expenditure survey

(a) Average (b) No. of
No. of calls Expenditure __Visits
1 1.83 2.02
2 3.10 2.4
3 3.88 2.47
L4 or more 3.61 2.00
Al]l persons

interviewed 2,69 2.26
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The data show that people who go out for meals or to the cinema more
frequently were more difficult to contact. Their exclusion from the
survey would have resulted in an underestimation of these items of
consumption.

Another method of studying non-response bias is to obtein some
of the survey daeta for non-respondents from another source, such es
a population census. This method is illustrated by a study of non-
response in the General Household Survey in Great Britain which used
the data from the 1971 Census for the non-respondents in the survey
(Barnes and Birch, n.d.). The household survey had many questions
wvhich were also included in the 1971 Census of Populetion and Housing.
The procedure of the study was to list the non-responding units in the
household survey and locate their respective questionneires from the
more publicized aend obligatory census. The availability of the census
information for the units not responding in the survey made it possible
to obtaein data to compare respondents and non-respondents in various
sub-groups. It was possible both to examine differentiasl response
between various sub-groups and to calculate, for a number of sub-
stantive variebles, the correction factors required to compensate for
non-response. Some significant differences in response rates by sub-
group were revealed, but most of the correction factors were inside
the range 0.95 - 1.05. This suggested that the effect of non-response
bias upon the characteristies for which comparisons were possible was
only moderate. The overall non-response rate in the survey wes 15%,
though it varied from one sub-group to another.

In the previous example, the basis of evaluation was the pre-
sence of an appreciable number of substantive items common to the
survey and a comparable external source (census). Frequently, how-
ever, the common information may be confined to a few characteristics
by which the respondents in the two sources may be classified. In
such cases it may be possible to estimate the effect of non-response
through a sample reweighting procedure. This was done for the

British Family Expenditure and National Food Surveys (United Kingdom,
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Office of Population Censuses and Surveys, 1978). The main substan-
tive measures produced by these surveys were not included in the 1971
census, but the surveys contained information for classification of
respondents by certain characteristics which were also available from
the census for the units in the sample. Comparison of the distribu-
tion of the sample units by these characteristics between the census

and the surveys yielded direct evidence of differential non-response.

Indirect estimates of bias affecting substantive measures (e.g. income,
expenditure and food consumption) could be made by reweighting the sample
to correspond with the census distribution on the common characteristics.
(These estimates are themselves unbiased only if the mean values for
respondents and non-respondents are the same for each of the classes

of household reweighted separately.) The study report notes that "the
most consistent overall findings to emerge from the checks were that
elderly households, single person households and households without
children were significantly under-represented in the responding survey
samples. As expected, between-group differentials in response and

hence the potential for substantive bias tended to increase as the
overall level of response decreased. A check, using a reweighting
method, on bias in FES (Family Expenditure Survey)-derived estimates

of the incidence of taxation and benefits suggested that such bias

was only raerely serious enough to affect general conclusions drawn from
the analyses'". The overall response rate in the survey was T0%.

The most direct method (but also a difficult one to use) of es-
timating the effects of response bias is to mount a special intensive
follow-up study to obtain data for the originaslly non-responding cases,
or for a sub-sample of them. Table 4.12 presents the differences in
demographic and labour force characteristics of respondents and non-
respondents in a labour force survey in Canade (Gower, 1979), estimated

by using this method.
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Table L.12

Characteristics of respondents and non-respondents

in a Canadian Labour Force Survey

Responding No one Temporarily

Survey item household Total Refusals at home absent
Mean size of

household 2.24 1.80 2.19 1.64 1.75
Unemployment

rate 8.3 8.9 9.5 9.7 8.5
Participation

rate 62.5 63.6 63.7 4.2 55.8

Anderson (1979) reported on the effects of non-response on fertil-

ity data from surveys in Sao Paulo State, Brazil and in E1 Salvador.

Certain fertility items were collected for all women 15 to 49 in sample

households during & listing operation, and the same information (plus

other more detailed data) was obtained in interviews from those listed

in each sample household.

on the two sources of data.

Teble L4.13 shows selected estimates based



-85-

Table 4.13

Comparison of fertility measures estimated from two
sources 1in recent contraceptive prevalence surveys

Source of estimate

(1) (2)
Interviews
with women Listing Ratio
Survey and item in sample Operation (1)/(2)
Sao Paulo State, 1978
Mean number of children born
alive 2.2 2.0 1.10
General fertility rate 10k 96 1.08
Total fertility rate 3.1 2.8 1.09
Crude birth rate 26 2L 1.08
Non-response rate (%) 11.5 NA NA
El Salvador, 1978
Mean number of children born
alive 3.k 3.2 1.05
General fertility rate 219 208 1.05
Total fertility rate 6.6 6.3 1.05
Crude birth rate L5 L3 1.05
Non-response rate (%) 21 NA NA

The non-response rate shown for each survey in the first column
is the percentage of women who were selected from the household list-
ing as respondents for detailed individual interviews but for whom
no interviews could be obtained. The author points out that '"since
whether a woman has children or not has an effect on whether she stays
at home, non-response in a household survey can be related to fertil-

ity". He attributes the higher values of fertility measures estimated
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from the individual interviews primarily to the differences in
fertility between respondents and non-respondents, although recogniz-
ing that other factors, such as the use of proxy respondents for some
women in the listing operetion, could have accounted for éart of the
differences observed. It may be noted that at best, table 4.13 pro-

vides an indirect estimetion of the effect of non-response.

3. Indirect indicators of potential non-response bias

Indirect indications of non-response bias may be had by compar-
ing estimates derived from the sample with externelly aveilable in-
formation such as population totaels by age, sex and political sub-
division. Such evidence is indirect in the sense that it does not
normally permit non-response bias to be distinguished from bias arising
from other sources. Reference has been made to such comparisons in
section F.3 of the previous chapter.

The compounding of non-response bias with other biases can be
a serious problem in estimating the magnitude of the bias involved.

For example, in a survey of alochol consumption, a downward bias in

the level of consumption may result from (i) lower-than-average res-
ponse rate on the part of households or individuals with higher-than-
average level of alcohol consumption, (ii) deficiencies in the sampling
frame leading to omission of some of the heaviest drinkers, for example
due to many of them not having a permanent place of residence,

(iii) under-reporting of alcohol consumption, especially by the heavier
drinkers, due to the social stigma often attached to high consumption,
(iv) alterations in behaviour due to the very fact of being inter-
viewed, especially if the survey is an elaborate one with multiple
interviews and keeping of detailed dieries or records of consumption.
All these biases might act in the direction of under-estimation of
consumption, and the under-estimate may be serious insofar as a
relatively small proportion (for whom the results may be more

seriously biased) account for & large proportion of the total al-

cohol consumption of the population. An approximate idea of the

combined effect of these biases might be had in some countries by
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comparing the survey estimate of total consumption with data from
other sources on the total production or sales of alcoholic beverages,
but it would not be possible to single out the separate contribution

from each source of bias.

E. Improving response rates

1. General considerations

Whatever the actual magnitude of bias resulting from non-
response in a particular survey, & survey organization in practice
has little choice but to take steps to maximize response in house-
hold surveys, within the resources available to it. This is because

non-response is frequently the most visible index of the gquality of

whole survey operation. The response rates achieved reflect the

reception of the survey among the population, the quality and com-
pleteness of the sampling frame, the appropriateness of the content
of the survey and the burden it puts on the respondents, the timing
of the field work, the personal qualities, training, experience and
supervision of the interviewers, and the organization's control over
execution of the operation.

Fundamentally, improving response rates is a matter of careful
planning and design of the survey operation. This is so at least
in countries other than the few where general antipathy towards statis-
tical surveys may have become rather widespread. Particularly in a
continuing programme of surveys, much can be achieved by instituting
long-term measures to identify sources of non-response and to control
its incidence. Further, the co-operation of the population with
statistical surveys is likely to depend on a long-term educational
process, as has been demonstrated by the success of population cen-

suses in many countries.

2. Contacting respondents

In many developing countries, the problem, as noted earlier, is
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largely that of locating sample units and contacting suitable res-
pondents. Here the initial focus has to be on the improvement of

the sampling frame and, as far as possible, of means of transport.
Most household surveys in developing countries use listing and sub-
sampling of the ultimate area sampling units. If the household is

the unit for listing and sub-sampiing, it is essentiaml that the lapse
of time between listing and interviewing be kept short, preferably
less than one month. Whether the listing units are households or hous-
ing units, enough informetion should be recorded on the listing form
so that they can be readily located and distinguished from other near-
by units by the survey interviewers.

For various economic, administrative and even statistical
reasons, constraints are usually placed on the length of time inter-
viewers are allowed for completing their assignments. However, from
a response viewpoint, it is crucial that these constraints do not
make it unreasonably difficult for the interviewers to cover all
households assigned to them and to make the necessary call-backs to
obtain responses.

Interviewers should be able to make calls at sample units at
times when prospective informants are likely to be at home. Persons
recruited as interviewers must be able and willing to do this. This
is particularly important if the survey uses part-time interviewers.
Interviewers must be given thorough training in how to plan and up-
date calling schedules so as to make best use of their time and
journeys in securing response. In this context, the advantage of

having interviewers stationed in or near sample areas is obvious.

3. Gaining co-operation

Particularly in countries and types of areas where refusals
are more common, it is useful to establish methods for interviewers
to win the confidence of respondents. In this connexion, several
factors may be important: the way in which the interviewers introduce

themselves, the identification they carry, what they say about the
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survey, how they dress and behave, and the courtesy they show to res-
pondents. Statistics Canada has issued a booklet called "Doorstep
Diplomacy" where all these problems are discussed, as a part of the
instructions for the enumerators. It appears that the interviewers'
diplomacy has an important bearing on the respondents' reaction and
their decisions to refuse or co-operate. It can also be an important
factor in gaining the permission of local officials to proceed with
survey work in their areas, and in obtaining their help in locating
and gaining the co-operation of sample units.

Provision of small incentives to respondents, as & token of
appreciation for their co-operation, can be effective. However, such
methods may be considered unduly expensive for surveys in a poor coun-
try. In some developed countries such as Canada and Sweden, informa-
tion booklets about survey procedures or survey results have been dis-
tributed to the respondents to enhance their interest in ongoing and
future surveys. Incentives are most commonly used in surveys that
place the most burden on respondents, such as income, expenditure
and food consumption surveys, and longitudinal surveys.

In recurring surveys, it is possible to prepare respondents
for subsequent visits. Once a personal contaect is established, and
the respondent is aware of the time of the next visit and the content
of the questionnaire, contact and co-operation may be more easily se-
cured. Respondent fatigue in repeat surveys is thus only one side
of the equation. It may also be useful in recurring surveys to re-
cord the names of relatives or friends who are likely to know the
location of respondents who have moved or are temporarily absent in
subsequent rounds.

Finally, it is important to recognize that when strong pressures
are used to obtein interviews from reluctant respondents, the informa-
tion obtained may be less accurate than that obtained from more will-
ing respondents. Thus, for the "hard core" of non-respondents, it

mey actually be a superior strategy to abandon further attempts to
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obtain interviews and to rely on other methods to minimize the re-

sulting bias. To some extent, the differences in non-response rates
for different countries which were presented earlier in the chapter
may have resulted from differing philosophies concerning the amount

of pressures or persuasion that should be applied to obtain interviews.

L, Interviewer selection, training and supervision

In personal-interview surveys, the interviewer is bound to play
a crucial role in strategies designed to maximize response. Often,
the interviewer is the only link between the survey organization and
the informant. It is, therefore, aebsolutely essential for good res-
ponse, as well as for satisfactory data, that the interviewers used in
household surveys be carefully selected and well-trained and motivated.
The development of a regular cadre of interviewers would permit such
thorough training to be cost-effective. Studies of interviewer variance
(discussed at length in Chepter V, Section D) have shown significant
differences between interviewers in rates of item non-response, sug-
gesting that some interviewers are much more thorough and persistent
than others in completing their work.

Close supervision of interviewers' work, and particularly an
up-to-date check on their achieved response rates is essential.
Often a smell proportion of interviewers is responsible for a dis-
proportionate share of the non-response. However, it would be a
mistake to automatically bleme an interviewer with below-average
response rates without first investigating the externsel factors
which may be responsible for it. The important thing is to design
the interviewing procedures in such a way that the outcome of
each sample case assigned is recorded, including information on
reasons for failures to obtein interviews. These date should be
summarized separately for each interviewer and steps should be taken

to improve sub-standard performance.
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F. Dealing with non-response

1. Introduction

Several methods can be used to try to compensate for the effect
of non-response on the survey results. Some of these methods are part
of the data collection procedure, for example, intensive follow-up of
a sub-sample of non-respondents, or the collection of limited data
from neighbours for households that are away during the date collec-
tion period. The substitution of other units for those units which
cannot be interviewed is a controversial prectice and will be dis-
cussed in this section.

Other procedures, generally less costly, can be used during
deta processing. These come under the general headings of imputation

of missing data and estimation procedures which attempt to compensate

for missing data. There is not always a clear distinction between

the two classes of procedures. In general, the procedures used in

data processing (as well es substitution in the date collection) rely
on assumptions of similarity between responding and non-responding
units, either in the whole population or, preferably, within more homo-
geneous sub-groups of the population. While such assumptions are
unlikely to be completely velid, the procedures are often simple to
use, and may result in significant improvement of the survey estimates
at little cost.

Non-response in household surveys cannot be effectively dealt

with unless it is properly identified during data collection. It

should be standard practice for interviewers to account for the out-
come of every sample unit essigned to them. This means recording
whether or not an interview was obtained and, if not, expleining the
circumstances in sufficient deteil so that each unit not interviewed
can be classified es eligible for interview, not eligible, or eli-
gibility not determined. This information should be transmitted to
the date processing unit for use in connexion with whatever imputa-

tion and estimation procedures are to be applied. Similerly, it is
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essential that questionnaires be so designed that the processing staff
(and eventually the computer) can distinguish between items for which
no response was obtained and those for which the response was 'mone",

"zero", or not applicable.

2. Methods used in the data collection stage

Various methods have been proposed for dealing with non-response
at the data collection stage. Some of them are completely unbiased;
others assume some degree of similarity between responding and non-
responding units, at least within defined sub-groups of the target
population. Except for substitution, these methods have not been used

very much in personal interview household surveys, and none of them is

recommended here. However, they will be discussed briefly in order to

explain why they are not generally considered suitable or applicable
for household surveys in developing countries.

The recommended way of dealing with non-response during the data
collection stage of the survey is to make a vigorous and thorough effort
to obtein responses for all, or nearly all of the eligible units in the
assigned sample. If no acceptable respondent is available when a unit
is first visited, call-backs should be planned. If possible, the inter-
viewer should ask neighbours when the occupants are likely to be at home.
The optimum number of call-backs in a particular survey depends on
several factors. Primary considerations are whether or not call-backs
will require separate visits to the area units (blocks, villages, etc.)
where they are to be made and, if so, the time needed and distance to
be travelled to reach those area units. Deming (1953) exemined the
cost-effectiveness of call-backs and showed that in some situations a
large number of successive calls may be justified.

When repeated call-backs fail, it may be possible to partially
complete a questionnaire for the assigned unit by observation (e.g.
for many housing characteristics) and by asking neighbours for in-
formation. Interviewers should be instructed which of the survey items

they may properly ask of neighbours. These items should include only
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non-sensitive questions for which neighbours might be expected to
give reasonably accurate answers. Information about the basic
characteristics of the members of the sample household will be useful
in the datae processing stage, at which point the missing items can
be imputed, using data obtained for persons and households with
similar characteristics.

Methods of dealing with non-response that have been suggested
but are not recommended are:

() Intensive follow-up of a sub-sample of non-respondents.

It has been proposed, especially in connexion with mail
surveys, that, following a reasonable effort to obtain
response by standard survey procedures, a sub-sample

of the remaining non-respondents should be selected

and more intensive procedures used to obtain the survey
information for these units. This method is generally
attributed to Hansen and Hurwitz, who gave a detailed
treatment in a 1946 article; however, Dalenius (1957)
points out that the idea was first suggested by
Cornfield (1942).

If interviews are actually obtained from all of the sub-
sample of non-respondents, and the selection probebilities
are properly reflected in the sample estimates, this
approach will completely eliminete bias due to non-
response. However, this is done at the cost of an in-
crease in the sampling variance. Using the method in

a personal interview survey would substantially complicate
the sample design and estimation procedures, and would be
likely to delay completion of the data collection. These
and other disadvanteges (see Fellegi and Sunter, 197k,

pp. 132-3) explein why the method is seldom used, and is
not recommended for household surveys in developing coun-

tries.
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The Politz-Simmons method of eliminating call-backs.

An ingenious but in the final analysis impracticel end
biased method of eliminating call-backs was proposed
by Politz and Simmons(1949). Tt involved visiting
each sample unit only once, at a randomly selected
time of déy. Respondents contacted were asked how
often during the previous 5 days they had been home

at that same time of day, and the sample responses
were weighted accordingly, e.g., those at home on all
6 days received only helf the weight given to those
only at home on 3 of the 6 days. The potential biases
and difficulties of execution of this method are
fairly obvious, and it has not been used in any

government-sponsored surveys.

Adding a sample of non-responding units from previous

surveys to the initial sample. This method, which has

been used by the Survey Research Center of the University
of Michigan, was described in an article by Kish and Hess
(1959). The initial sample for a survey is augmented
vwith addresses for which no response was obtained in
recent similar surveys. A specified number of calls is
made to obtein responses for each of the two sets of
addresses. Subsequently, the responses obtained in the
current survey for units not responding in prior surveys
are treated as '"replacements" for the non-response units
in the new sample for the current survey. The authors
argue that "... roughly speaking, the ... calls made on

the replacement addresses can be considered as additional

to the original calls at the same addresses".

Under certain reasonable assumptions this technique can
reduce the bias due to non-response. However, it is not
likely to be effective if a large proportion of the non-

response comes from refusals, and its use is only feasible
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where there have been recent prior surveys with quite
similar content and collection procedures. Furthermore,
it introduces some complications into the survey design,

and requires very careful controls for proper execution.

Substitution. Unlike the three methods just discussed,

substitution of other units for the non-responding units
has been used in several household surveys, both in
developed and developing countries. The rationale for

its use is usually to insure that completed interviews
will be obtained for the exact number of sample households

specified in the initial design.

Many different methods of substitution have been used. A
common procedure is to divide the sample of households in
each ultimate cluster randomly (or systematically) into
two groups: the assigned sample and the reserve sample.
Under specified conditions, which usually include making
a certain number of call-backs, if it has not proved
possible to complete an interview, the interviewer is
permitted to substitute the first available unit in the

reserve sample.

Substitution does not eliminate non-response bias. This
may be understood if we view the survey universe as being
divided into two groups: those households for which it

is possible, by following specified survey procedures,

to obtain an interview, and those for which, using the

same procedures, it is not possible to obtain an interview.
Substitution increases the sample size for the first group,
but does not p}ovide any representation of the households
in the second group. Characteristics of the two groups
are certain to differ, and the substitution process has
done nothing to reduce the bias resulting from these

differences.
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Substitution does control sampling error by achieving

the desired sample size, but this can be done almost

as well by making the initial sample large enough to

allow for the expected proportion of households which

cannot be interviewed.

The main argument against substitution is that in actual

practice its use is likely to introduce additional biases.

This happens because:

(1)

(ii)

(iii)

Frequently the rules established for
substitution are biased, e.g., when

an occupied housing unit is substituted
for a vacant one or when a reserve house-
hold is used because & new household is
occupying the housing unit that was
previously occuped by the specified
sample household.

It is extremely difficult to prevent
interviewers from meking unauthorized
substitutions. It will be a great
temptation to make a substitution after
one unsuccessful visit to a household,
rather then making the spécified number
of call-backs.

The use of substitution diverts attention
from the problem of non-response bias
without doing anything to alleviate it.
It essentially forecloses any effort to
reduce the effects of non-response bias
through the use of appropriate estimation

and imputation procedures.

Methods used in the data processing stage

(a)

Estimation-based methods. Typically, the weights assigned
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to sample data in order to produce estimates for the
survey population have three components:
(i) Factors needed to adjust for non-
response in the survey.
(ii) Factors reflecting the selection
probabilities of the individual
survey units.
(iii) Factors needed to make estimated
totals from the survey agree with
comparable totals available from
other sources.
In practice, the weights applied in the tabulations to
produce estimates usually represent the product of all
three factors. However, to understand their derivation,
it is necessary to look at each component. In this section,
we will examine only the first component, which is in-

tended to reduce non-response bias in the survey estimates.

Probably the most common approach is to reweight the sample
clusters by a factor inversely proportional to the response
rate in each cluster. This procedure does not depend upon
any external information, and is based on the assumption
that the most important factor determining the effect of
non-response is resulting distortion in the geographic dis-
tribution of the sample. A number of examples are avail-
able in the surveys conducted under the World Fertility
Survey Programme (for a description of the weighting pro-
cedure, see World Fertility Survey, 1977). These studies
do not report estimates of the effect of non-response;
rather they describe a weighting procedure which is used

to "compensate" for differential non-response by sample

cluster.

If certain information is available for both respondents
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and non-respondents, this information can be used in
ad)usting for non-response. For example, the number

of persons in each household may have been recorded

in a separate listing operation. If so, it is possible
to make separate non-response adjustments for households
in each size category. For technical and procedural
reasons, it is usually preferable to make this kind of
adjustment for strata, or groups of ultimate area units,
rather than separately for each such unit. This tech-

nique 1s sometimes called post-stratification, because

it establishes strata that were not used in the process
of selecting the sample. Post-stratification can be
based on whatever information is available for all sample
units, including those not responding. The objective
should be to establish strata likely to have different
response rates and different values of key variables.
From this point of view, size of household is a good
variable to use, because it is usually harder to com-
plete interviews for small households than for large

ones.

Non-response bias remaining after application of the
weighting factors Just described may sometimes be
further reduced by the introduction of the third
weighting component mentioned earlier, namely, the
factors used to adjust the survey estimates to ex-
ternally available counts or projections of universal
totals. However, this specific effect is virtually
impossible to measure, because the same adj)ustment may
be compensating for under-coverage in the survey, or
for the fact that the particular sample selected over-
estimated or under-estimated the population or some

sub-groups.
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Imputation. In a broad sense, imputation means replacing
missing or unuseble information with usable data from
other sources. These sources can include the same ques-
tionnaire (if partial response was obtained), another
questionneire from the same survey, or external sources,
such as another survey or an administrative record. The
use of imputation techniques is expanding rapidly in scope
and sophistication as a result of advances in computer
technology. A review of techniques is provided by Chapman

(1976).

If computers are used for imputation, two approaches are
available: the cold-deck procedure and the hot-deck
procedure (Nordbotten, 1963). A distinction will be made
between imputation of partial non-response and imputation
of the whole set of data for non-responding units. The
former case arises if, say, a household responds to the
whole questionnaire except for informetion about income.
The latter case refers to the failure to obtain any in-

formation from the household.

If, for example, income is to be imputed for a household,
the cold-deck procedure may start with an earlier survey
of the same type and in the same population. The house-
holds in the earlier survey may be cross-classified by a
few variables, such as .the size of household and number
of persons employed. The classification will result in

a number of cells that should be as homogenous as possible.
As it is not known in advance where the missing informa-
tion will arise in the next survey, it is necessary to
have at least one household from the earlier survey in
each cell. In order to speed up the data processing of
the current sample, it is important to carry out these

classifications in advance. A household with missing
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informaetion on income in the new survey 1is classified
in the same way as before and the appropriste cell for
it is ascertained. The missing income is then taken
from the same cell in the previous survey and all the
subsequent data processing is carried out as if the

imputed values were collected in the field.

Various methods have been used to select missing response
from the cell concerned. One of them is to select one of
the available responses in the cell at random. Another
could be to take the average of responses in the cell and
use it as the imputed value. In the latter procedure
extreme ‘values are avoided, but the distribution within

the cell can be distorted.

The cold-deck procedure depends upon the availability of
data from a previous survey of the same type. As this con-
dition is frequently not met, an alternative is to use

the hot-deck procedure, which is carried out as aobve but
makes reference only to the data collected in the current
survey. The survey itself provides the classification
variables and the establishment of cells. Whenver &
response is missing, the imputed value is taken from the
last preceding unit that happened to fall in the same cell.
The use of the nearest unit in the cell rather than &
random selection is cqnsidered preferable because it

suits the computer operations. In addition, it might

be expected that the response of & nearby unit will be
closer to the true value of the missing information than

the response of a unit from a different part of the coun-

try.

When the survey design is such that households remain
in the sample for more than one round, it might be

possible to impute missing data by using information
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obtained from the same household in an earlier
round. Again using income as an example, instead
of taking the actual value reported in the previous
round, it might be preferable to apply an adjustment
based on average change in income between the two
survey reference periods. This technique, however,
involving linkage of individual household data from
two surveys, is only feasible if the data processing
unit has a fairly sophisticated data-base management

system.

In the case of total non-response, the situation is
more complicated. As there are few or no auxiliary
variables to classify the non-responding cases,

the choice for imputing the whole questionnaire has

to be made from a large group of responding units.
Such imputation is equivalent to dupliceting ques-
tionnaires. Of course, the procedure may be modified
to impute within sample clusters or strata; also

field staff may be instructed to collect, if possible,
some auxiliary information from neighbours or friends,
on the basis of which non-responding units could be
classified into some broed categories for the purpose

of imputation. -

It is at this level that one sees the similarity
between weighting and imputation. Duplicating a
questionnaire to adjust for & missing unit is
equivalent to giving that questionnaire an extra
weighting factor of 2. From the viewpoint of sampling
error, adjusting for non-response by an estimation pro-
cedure applied at the cluster or stratum level is pre-
fereble to duplication of individual questionnaires.

The only reason for using the latter procedure would
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be to maintain & sample design that is self-weighting
at the stratum level. This is accomplished by actually
duplicating the computer record for the selected ques-

tionnaire, rather than giving it an extra weight ‘of 2.

Operational simplicity and flexibility of procedures for
automatic imputation may meke them very attractive. How-
ever, careless use of such procedures can result in
serious distortions in survey results, or at least in
changes the effects of which are not fully understood.
The procedures may also smooth over shortcomings of the
basic datae and hence convey a misleading impression of

data quality to the user.

Survey reports should include as much information as is
available on the levels of total non-response and of
partial non-response by item, as well as on the estima-
tion and imputation procedures used to adjust for non-
response. If public-use micro-data files based on the
survey are to be distributed, it may be desirable to
"flag" all imputed records and items so that users can
distinguish these from items actually reported in the

survey.

'G. Additional sources of information

The literature on survey methodology includes many articles
and reports on various aspects of non-response. Several of these
have been referred to in this chapter and are identified in full in
the bibliography. Additional items, for those who are interested,
may be found in the sources described in Chapter I, Section D.

A major new work on non-response is expected to be published
in 1982. In 1977, the Committee on National Statistics, which

operates under the United States National Acedemy of Sciences,
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appointed a Panel on Incomplete Data, composed of distinguished statis-

ticians from government and universities. The mendate of this group
was to review the sources of incomplete data in surveys and the current
"state of the art" in dealing with incomplete datae, and to make recom-
mendations for coping with this problem which is common to survey re-
search and many other scientific endeavours.

The final report of the Panel on Incomplete Data is expected to
be published, in 3 volumes, by Acedemic Press in 1982. The report will
have 5 sections:

i. The report proper, with recommendeations.

ii. A section on examples of surveys emphasizing the treat-

ment of incomplete data.

iii. A section on theory.

iv. The final proceedings of a symposium on incomplete

data, held in Washington, D.C. in 1979. (A preliminary
version of these proceedings was published by the U.S.
Social Security Administration in 1979.)

v. Two bibliographies, one of which is annotated.

Sections iii and v are expected to be included in the same volume.

This publication promises to be an authoritative reference work,
for many years to come, on the sources and treetment of incomplete data

in surveys.



CHAPTER V

RESPONSE ERRORS

A. Introduction

Chapters III and IV were about coverage errors and errors of non-
response which occur when no information is obtained for some items and/or
for some units of observation. A different kind of error occurs when in-
formation is obtained but is incorrect. These errors, which are the subject

of this chapter, are called response errors.

The boundary between response errors and errors of non-response was
discussed in section A.1l of Chapter IV. If an incorrect response of zero
is obtained for, say, a person's wage and salary income, this will be con-
sidered a response error. If no response is obtained for the item, this
is an error of non-response.

Response errors, as defined here, occur in the data-collection phase
of a survey, and are distinguished from errors which occur in the data-
processing phase. Sometimes it may be difficult to say exactly where data
collection leaves off and data processing begins. It is asserted here,
somewhat arbitrarily, that the data collection phase is complete when the
survey questionnaire leaves the hands of the interviewer for the last time.
The phrase "for the last time" tekes into account that, in some surveys, a
field or office reviewer may decide that some questionnaires require further
respondent contaects in order to correct apparent errors.

The use of the term "response error' must not be taken to mean that
all of these errors are the fault of respondents. The outcome of the data
collection process depends on all persons who take part in it, starting
with the designers of the date collection forms, manuals and procedures,
and including interviewers, trainers and field supervisors as well as res-
pondents.

One common source of response errors is obviously the inability of
respondents to provide the desired information. Respondents' co-operation
with statistical surveys cannot go beyond the limits imposed by their know-
ledge. For some respondents, information such as their age in completed

years, the size of their holdings in hectares, or their branch of industry
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may have no precise meaning. Respondents' social backgrounds and levels
of education are clearly very important factors in this respect.

Even when respondents are or have been aware of certain facts, their
ability to recall or report those facts at the time of the interview will
depend upon the salience of those facts in their minds. This can be so, es-
pecially if the facts concerned relate to the distant past in their lives.
For example, it is well-known that some older mothers are not able to report
accurately even the number of children they have had. Even major items of
expenditures incurred some time ago may not be recalled during an interview.
Matters which have lesser significance for most people, such as smell ex-
penditures, minor ailments, or hours worked on a particular day cannot be
recalled accurately by most people more than a few days or weeks after the
event.

Respondents sometimes purposely report certain information incorrectly
to protect their dignity, prestige, or simply to conform to what they think
is appropriate. A study in Englend noted that "It is a common place for
expenditure surveys to produce under-estimates of consumers' purchases of
alcoholic drinks and tobacco. From our own survey it would appear that
Cambridgeshire households' expenditure on these two items is for alcoholic
drinks more than 50 per cent, and for tobacco 30 per cent below what we
estimate to be the national average. We can be fairly sure that a good deal
of this under-estimate results from people's unwillingness to record Just how
much they spend on these two items" (Cole and Utting, 1956). Similarly, an
extensive study on the quality of statistical data notes that "It is well-
known that women do not like to disclose their age and often declare them-
seves younger, while young people often declare themselves older. Illiterate
people report that they are able to read and write. Some people raise the
level of their education, others the grade of their occupation. This is
how medical assistants become medical practitioners, operators become foremen,
bank employees become directors, etc. Similarly, people often exaggerate
the salaries they receive and the rents they pay, the price of their food
or clothing, the amount of money spent on books, concerts, theaters, and
other items showing their cultural interests..." (Zarkovich, 1966). In his

report on an experiment, McCord (1951) showed how far some respondents go in
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trying to appear well-informed and to build up their prestige in the eyes
of the interviewer. In the experiment, respondents were asked if they had
ever heard about some particular magazines, writers and pieces of legis-
laetion, etc., which in fact never existed. A very large proportion of

the respondents answered "Yes".

Some of the above are, of course, extreme examples, and most res-
pondents in most circumstances probably try to provide the most accurate
information they can. Even though many surveys involve a fairly taxing
and time-consuming task for the respondents, the degree of respondent co-
operation in interview surveys, particularly in most developing countries,
has generally been very encouraging.

The interview is an interactive process between two (or sometimes
more) individuels. A skilled interviewer cen help the respondents to pro-
vide accurete responses. At the seme time, interviewers can be & source
of error by failing to put the question clearly, by influencing respondents
to answer incorrectly, or by misrecording correct responses.

Above all, the incidence of response error depends upon the design
of the survey operation, and the nature and complexity of its content. The
system of concepts and definitions, the instructions to the field staff,
the content, design and layout of the questionnaire, the wording of questions,
and the procedures for training and supervision of the field staff are all
major determinants of the level of response error.

Section B of this chapter gives a definition of response error, and ex-
plains how it may be considered as consisting of two components: response

bias and response variance. The decomposition of response error into these

two components is of considerable practical significance. It ellows for a
more specific identification of the sources of errors, and for development
of methods for their measurement and control.

Section C provides several illustrations of response bias in survey

results. The identification and measurement of response bias, generally
speaking, requires comparison of survey data with more reliable data from
some external source. However, in some situations, particularly in the
demographic field, past experience and theoretical knowledge about the

expected patterns make it possible to identify gross biases or distortions
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in the data from a direct examination of the survey results.

Section D is about response variance. Response variance can be

further decomposed into two components: uncorrelated (or simple) response

variance and correlated response variance. Procedures for estimating each

component of response variance are described and examples are given.

B. Basic concepts

Response error will now be defined more formally in terms of the
deviation of the value of an item actually obtained for e& particular unit
of observation from the "true'" or '"correct" value of that item. For aggre-
gate items such as income or expenditures, the response error for a parti-
cular response can be zero, positive or negative. A positive value would
indicate a response in excess of the true value and vice-versa. For attri-
butes, response error in the aggregate might be represented by a 2x2 table.

For example, responses on labour force status might be tabulated as follows:

Correct Status

Status in survey In lebour force Not in labour force
In labour force a
Not in labour force c

In the table, the net effect of response error for the category "in
labour force" would be

(a +b) - (a+c) =1b-c¢
and for the category '"nmot in labour force" it would be

(¢ +d) - (b+d) =c-b

A gross measure of response error for the labour force status item

would be b + ¢, or in relative terms:

b + ¢
a+b+c +4d
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For a categorical variable with more than 2 possible values, such
as age by S-year intervals, an analogous table and measures of response
error can readily be constructed.

The above definition of response error assumes the existence of a
"true" or "correct" value of the item for each unit of observation. In
practice, especially for complex variables such as income or labour force
status, definitions are not likely to be sufficiently detailed and precise
to cover every possible situation explicitly. The existence of a "true
value'" is even more debatable when survey questions concern the attitudes,
beliefs and perceptions of respondents. For such items, it may be necessary
to seek a different model of response error. However, most items included
in household surveys conducted by government statistical agencies can be
characterized as factual or objective, and for such items it is often
possible and useful to estimate and analyze survey response errors as
defined above.

The idee introduced in Chapter II of dividing non-sampling errors

into biases and varieble errors is especially useful in connexion with res-

ponse error. Responses to individual items can be affected in many ways by
transient factors such as some preoccupation of the respondent at the time
the interview is conducted, the personal characteristics of the interviewer
chosen to conduct the interview, or a transposition of digits in recording

an answer. They can also be affected by the essential survey conditions

that are inherent in the design of the survey and the general setting in
which it is conducted.

The variable error component of response error, resulting from
trensient factors which affect individual responses in a more or less

random fashion, is called response variance. The bias component, which

depends on the essential survey conditions, is called response bias.

Using the idea of independent trials introduced in Chapter II, the response
variance is a measure of the variability, for a fixed sample, of the res-
ponses obtained in a series of trials carried out under the same essential

survey conditions. The difference between the average or expected value
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of these responses and the true value is the response bias.

The concept of response variance is relevant even for questions on
attitudes, perceptions and beliefs of respondents. Answers to such ques-
tions caen clearly be influenced by transient or random factors. The extent
of such variation would depend on whether responses reflect strongly held
opinions on matters that are of considerable importance to respondents, or
whether they represent unpremeditated reactions to questions that have little
direct interest to them.

It is also possible to conceive of response bias for survey variables
of this type, even though "true values" cannot readily be defined for parti-
cular individuals. Suppose, for example, that it were desired to survey
public opinion of a government's economic policies and programmes. Consider
two survey procedures. Under procedure A, interviews would be conducted in
the presence of local officials and respondents would be asked to sign their
questionnaires. Under procedure B, all interviews would be conducted in
private, and no names would be recorded on the questionnaires. One might
expect the results using procedure B to be, in some sense, closer to the
truth.

The discussion and examples in the sections that follow will be con-
cerned almost entirely with response errors for objJective items; however,
readers should be forewarned that the avoidance or control of response error
in collecting data on subjective phenomena requires special care and atten-
tion. Since "true values" cannot strictly be said to exist for subjective
items, the concept of bias is usually replaced by the concept of validity,
generally interpreted to mean the closeness of a survey expected value to
some ideal measurement for the item. Various kinds of validity have been
defined for subjective items, including content or face validity, construct
validity and predictive velidity. A useful discussion of these concepts
is given by the Panel on Survey Measurement of Subjective Phenomena (U.S.

Committee on National Statistics, 1981, pp. 2k-25).
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C. Some examples of response bias

This section contains several illustrations of response bias in
surveys. The illustrations have been selected from a large number of
examples available from surveys conducted in different countries of the
world. Sub-section 1 contains examples of bias in the reporting of age,

a topic that is included in nearly all household surveys. Sub-section 2
presents some examples of bias in the reporting of vital events - births
and deaths.

Failure to remember and report past events correctly is a major
source of response bias. Several examples are presented in sub-section 3.
Special problems are encountered in longitudinal or panel surveys, leading
to the so-called panel or rotation group bias, examples of which are pre-
sented in sub-section 4. Examples of response bias arising from the use
of proxy or household respondents are given in sub-section 5. Further
examples of response bias affecting a variety of topics and associated with
various aspects of survey design appear in sub-section 6.

It is easier to demonstrate the existence of response bias than it
is to identify its sources or causes and to decide what steps can usefully
be teken to eliminate or reduce it. Sometimes the reasons for response
bias are fairly obvious, but often a carefully designed methodological
experiment will be the only way to pinpoint the sources and to determine
with confidence what changes in design and procedures are likely to be most

effective in controlling bias.

1. Response bias in age reporting

Systematic errors in age reporting represent probably the best-known
and best-documented type of response bias. They are of particular importance
because the analysis of data by age group is important to the understanding
of most phenomena studied in household surveys. Because so much information
on the distribution of population by age is available from censuses, vital
registration and other sources, it is usually relatively easy to spot the
effects of response bias in age reporting.

Many of the examples which follow are taken from censuses rather than
sample surveys. However, the factors associated with bias in age reporting

are likely to exist in either case, and the effects are likely to be similar.
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A common form of error in age-reporting is preference of respondents
for numbers ending in certein digits such as O and 5. Table 5.1 shows an
index of age preferences at terminal digits O and 5 celculated from the
results of a 1976 fertility survey in Indonesie (Centrel Bureau of Statis-
tics, 1978). The figures show, separately for males and females, the
ratio of populetion reported at a given age (such as 15, 20, 25, etc.) to
the average population with ages reported in the five years centered on
that age (average of ages 13-17, 18-22, 23-27 etc.). For example, the
index for ege 25 is calculated as the population reported at age 25,
divided by one-fifth of the total population who reported their ages in
the range 23 to 27. In the absence of response bias, the index for any

age would be close to 1.0.

Table 5.1
Indexes of age preferences for terminal digits O and 5:
Indonesia, 1978
Age 15 20 25 30 3 Lk 4 50 55 €
Index of heaping:
male 1.05 1.37 1.64 2.56 2.10 2.05 2.07 1.88 1.€8 2.29
female 1.09 1.43 1.75 1.85 1.60 1.65 1.49 1.03 1.2k 2.47

Another illustration of the same phemonenon is provided by the follow-
ing data (Das Gupta and Mitre, 1958) from the Indien Nationel Sample Survey.
Teble 5.2 shows the full age distribution by single year of age. The figure
for any particular age (for example 17) is shown as a percentage of the
total population in the corresponding ten-year range (for example 10-19).

In addition to heaping at numbers ending with O and 5, the Qata also show
a pronounced preference for ages ending with 2. The distortion increases

with age.
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Table 5.2

Per cent distribution of persons within 10-year age ranges:

Indian National Sample Survey

End Ten-year age range

digit 0-9  10-19 20-29 30-39 Lo-L9 50-59 60-69 T0-T9
0 10.6 15.2 18.7 26.6 31.4 38.6 hg.2 51.0
1 10.1 8.1 6.1 b.6 b.s 5.0 L.6 .8
2 10.9 1.k 13.5 11.8 9.5 9.2 8.9 T.7
3 10.8 8.7 6.9 8 5.0 4.5 3.8 b.h
i 9.7 9.4 Nl 5.8 5.6 .6 b.T 3.0
5 10.9 10.4 18.4 20.b4 23.1 19.6 18.7 19.7
6 10.3 11.3 8.4 8.3 6.2 5.0 2.7 3.3
T 8.9 5.8 5.4 b.s b.9 3.8 2.1 2.7
8 10.2 11.7 9.8 8.4 £.8 6.5 3.6 3.0
9 7.6 5.0 3.7 3.8 3.0 3.2 1.7 1.b

Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

This kind of bias

in developing countries,

arises primarily because many people, particularly

do not know their exact ages. It has generally

been found that, in given settings, the method of data collection or the

questionnaire design can

have only a limited effect on age-reporting bias.

In several countries, similar patterns of age-heaping have been found in

censuses and household sample surveys, even though other major distortions

have been less marked in
menon, as is illustrated

1973).

the latter. Digit preference is a cultural pheno-
by the following United States Census data (Seltzer,
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Table 5.3

Per cent of population with ages ending in each digit
0-9, United States: 1880-1960

(Percentages represent indices of digit preference and were obtained by
the Myers' blended method, using starting ages 23-32 and ending at age
99 in all cases.)

Digit of age 1880 1890 1900 1910 1920 1930 1940 1950% 1960b

A1l digits.. 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
o 16.8 15.1 13.2 13.2 12.k 12.3 11.6 11.2 9.9
3 6.7 7.+ 8.3 7.7 8.0 8.0 8.5 8.9 9.9
P> I 9.4 9.7 9.8 10.2 10.2 10.3 10.4 10.2 9.9
K T 8.6 9.1 9.3 9.2 9.4 9.k 9.6 9.7 9.8
b, 8.8 9.0 9.5 9.4 94 9.6 9.7 9.7 10.1
D i ieeeeran 13.4 12.3 11.3 11.5 11.3 11.2 10.7 10.6 10.3
B i eieiaeeaen 9.4 9.6 9.4 9.6 9.7 9.6 9.6 9.8 9.9
T v eeiinnnnns 8.5 8.9 9.3 9.1 9.4 9.3 9.6 9.7 1.0.1
B it 10.2 10.4 10.2 10.7 10.6 10.5 10.3 10.2 9.8
o 8.2 8.5 9.7 9.4 9.6 9.8 10.0 10.1 10.3
Summary index® 10.4 7.8 4.7 5.6 k4,5 4.3 3.0 2.2 0.8

2Based on a 20-percent sample.
cBa.sed on a 25-percent seample.
The index is one-half the sum of the deviations from 10.0 per cent, each

teken without regard to sign.
Source: Shryock and Siegel, 1971, vol. 1, p. 208.

The index of digit preference shown in Table 5.3 is called the Myers

index. Its expected value at any digit in the absence of age-heaping is
10.0. The difference from this expected value indicates the relative heap-
ing or deficit for the specified digit. The summary index at the bottom
provides an overall index of heaping for each census. This table shows the
effect of historical developments on response bias. The gradual establish-
ment of vital registration and the need for people to know and use their
birth dates in filling forms and documents for school registration, employ-
ment, banking, etc., resulted in the virtual elimination of digit preferences
in the reporting of age by the time of the 1960 census.

Table 5.4 shows variations in the pattern of age-reporting of children
in censuses for several African countries (Ewbank, 1980). The figures shown
are ratios of the number of persons reported at each age to the number reported

at the next higher age. In an expanding population and in the absence of
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recent marked fertility decline, these ratios would be somewhat greater than

1.0 and would show a smooth pattern if no age-misreporting occurred.

With a

few exceptions the ratios for age 10 indicate substantial heaping at that age.

Many distortions occur at the lowest ages.

Several countries, including

Ghana, Liberia, Senegal, Swaziland and Togo have very high ratios for age O

(1ess than 12 months), while other countries, such as Botswana, Southern

Rhodesia (Zimbabwe) and Ugande have very low ratios.

Table 5.k
Ratios of persons reported at sge X to persons reported at age X + 1;
selected African countries
Ages for which ratio is shown

Country 0 1 2 3 5 7 8 9 10 11 12 13
and year 1 2 3 L 5 6 T 8 9 10 11 12 13 14
Botswana 1964 0.56 0.91 0.97 1.00 0.95 1.09 1.00 1.03 1.02 1.01 1.63 0.62 1.55 0.91
Ghana 1960 1.31 0.82 0.90 1.11 1.12 0.94 1.27 1.00 1.25 0.89 1.68 0.66 1.29 1.11
Kenya 1962 1.09 0.62 1.11 0.96 1.25 0.88 1.30 0.78 1.54 0.67 2.26 0.46 1.82 1.2L
Kenya 1969 0.86 0.89 1.11 0.99 1.09 0.97 1.20 0.90 1.27 0.86 1.54 0.69 1.36 1.09
Lesotho 1966 0.89 1.0T7 0.91 1.03 0.92 1.0k 1.11 0.93 1.08 0.86 1.38 0.71 1.17 0.98
Liberia 1962 1.L8 0.55 0.88 1.08 1.11 1.05 1.28 0.91 1.25 0.92 2.17 0.53 1.58 1.15
Mauritius 1952 0.99 0.93 1.09 1.10 1.04 1.19 0.95 1.01 1.30 0.97 1.11 0.87 1.15 1.06
Mauritius 1962 1.11 0.9% 1.01 0.99 1.01 1.04 1.0k 1.05 0.96 1.02 0.99 1.03 1.20 1.02
Nigeria 1963 0.80 0.99 0.89 1.09 1.07 1.14 0.89 1.27 0.85 0.96 2.05 0.59 1.58 0.90
Senegal 1961 1.29 0.82 0.91 1.03 1.07 1.09 0.92 1.22 1.30 1.11 1.12 1.0L4 1.06 1.19
S.Rhodesia

(Afr.Pop.) 1969 0.33 1.16 1.09 1.02 0.91 1.12 0.96 1.21 0.78 1.21 1.03 1.17 0.93 0.79
SW. Africa 1946 0.84 0.96 0.79 0.99 1.02 0.97 1.13 0.93 1.23 0.83 1.52 0.75 1.43 1.03
Swaziland 1966 1.20 0.85 0.97 1.08 0.96 1.02 1.11 0.94 1.1L4 0.94 1.34 0.77 1.18 1.07
Tanzania 1967 1.11 0.84% 0.87 1.05 1.11 0.98 1.13 1.07 1.16 0.95 1.76 0.6L4 1.35 1.06
Togo 1958-60 1.41 0.86 0.72 1.32 0.96 0.99 1.16 1.22 1.21 1.19 1.70 o.T1 1.k2 1.12
Tunisia 1966 0.96 1.00 1.07 1.06 1.09 0.95 1.10 1.03 1.08 0.97 1.10 0.97 1.11 %.0%
Uganda 1969 0.69 0.99 1.05 1.0k 1.12 0.99 1.22 0.93 1.24 0.88 1.54 0.68 1.32 1.0%
Union of South

Africa 1946 0.85 0.94 0.99 1.01 1.07 0.92 1.23 0.83 1.30 0.78 1.62 0.63 1.38 1.07
Zembia 1969 1.08 1.05 1.04 1.03 1.02 1.01 1.06 1.1k 0.93 1.10 1.1L4 1.02 1.16 1.0:

Another example

cultures have the same concept of age is reported by You Poh Seng (1959).

of age-misreporting, which illustrates that not all

Teble 5.5 shows that in successive censuses in Singapore the proportion of

the population classified in the age-group O-L was consistently lower than

the proportion aged 5-9.

tion lies in the interpretation given to age in the Chinese culture:

This is contrary to expectation, and the explana-
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"According to the traditional method of age counting a Chinese is one-year
old at birth, and thereafter becomes a year older at every Chinese New Year.
Since the Chinese New Year is based on & form of lunar calendar, New Year's
Day veries from year to year, but normally it falls round about February.

An extreme case would be the following: a child is born, say, a week before
the Chinese New Year. It is one year old at birth, and one week later, on the
occasion of the New Year, it becomes two years old, whereas strictly speaking
it is only one week old".

This exemple also illustrates the point that "response" bias is not
always the fault of respondents. Those responsible for designing the censuses
apparently were not sufficiently aware that some respondents had a concept of
age which differed from the standard demographic concept. Redesign of the
census questionneire and procedures to take account of this difference could
probably have controlled this source of bias in age reporting. The Chinese
method of counting age is not as complicated as it may sound: age in that
system is defined simply as the number of (Chinese) calendar years in which the

person has lived since birth.

Table 5.5

Census counts of persons in age groups O to 4 and 5 to 9:

Census

Age group 1881 1891 1901 1911 1921 1931 1947
0 -4 5.4 4.8 5.8 5.5 6.6 8.8 12.2
5-9 6.2 5.2 6.1 6.5 7.5 9.4 12.6

The response bias in the above examples was so marked as to be obvious
without any need for specific comparison with external data or for sophis-
ticated analysis. More elaborate demogrephic analysis (using stable age dis-
tributions and model stable populations, for example) have indicated broad
similarities in patterns of age reporting within groups of countries. One
such analysis reports that a common pattern of "major distortions is found

to characterize surveys in most of Africe and southern Asia while another
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pattern of substantial age-heaping, but relatively minor distortions (other-
wise), is characteristic of Latin Americe and the Philippines. However,
among the male populations in Africa - South Asia, the similarities in dis-
tortion from country-to-country are less for males than for females, and the
distortions themselves appear larger on the average. 1In the Latin American
populations, the distortions in the female age distribution are almost always
larger than in the male..." (United Nations, 1967).

General statements about patterns of age-misreporting have also been
mede on the basis of generalizations from experience and previous studies.

Caldwell and Igun (1971) note that people in Nigeria "...exaggerate the number
of females aged 20-44 and the number of older males, and ... understate the
number of persons aged 0-9 and females aged 50-59. It was shown that amongst
females aged 15-2L4, there is a significant tendency for the ages of the un-
married to be understated and those of the married ... to be overstated".
Similarly, Ewbank (1980) notes that a typical characteristic of the pattern

of age-misreporting in Africa and South Asia is . a systematic form of

individusl age-misreporting over a broad range" end "pronounced age heaping

by single years". 1In this pattern there is ".

. a surplus at 5-9, and a
deficit in the adjacent age intervals (10-14 and 15-19) followed by a surplus
in the central age of child-bearing (25-34)". As against this, the Latin-
American pattern involves preferences for the age groups 25-29 and 35-39

over the groups of 30-34 and Lo-LL.

Obviously, a major cause of age-misreporting is that many respondents
do not know their exact age. This is illustrated by the following example
from the Indien National Sample Survey (Das Gupta and Mitra, 1958). Table
5.6 shows the sources of age data in cities, towns and villages in India.

The incidence of "hearsay, guess or eye estimate" increases with age. A

somewhat surprising result is that the form of age-reporting tends to be

more precise in villages than in cities.
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Table 5.6

Bases for age reporting by age and type of area:

Indian National Sample Survey

Type of evidence

Related with

Hearsay, definite or Definite Birth certifi-

Age guess or approximate statement of cate or other
Zroups Area eye estimate age or events year of birth document Total
City 27.1 51.0 21.9 - 100.0
0-6 Other urban 2L4.6 k2.0 31.9 1.5 100.0
Rural 18.9 3L4.0 Ly.2 2.9 100.0
City bi.7 bi1.7 16.6 - 100.0
T - 16 Other urban 33.9 49.3 14.8 2.0 100.0
Rurel 36.7 L5.5 15.1 2.7 100.0
City 65.8 19.8 13.6 0.8 100.0
L7 and Other urban 53.6 39.0 5.5 1.9 100.0
over Rural L6.2 Al 6.6 2.8 100.0

Table 5.7 shows data for several developing countries on the form in

which mothers reported the ages of their own children (Chidambaram, Cleland

and Verma, 1980). Generally, mothers are able to report both the month and

year of birth for their most recent child more frequently than for other
children. There is a substantial range between countries: all women in

the Republic of Korea were able to report the dates of birth of all their

children, while only 12% in Bangladesh could do so.
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Table 5.7

Bases for ages of children as reported by their
mothers in fertility surveys: selected countries

Per cent reporting date of:
Last live birth as: All live birth as:

Month" Month

end Year Years and Year Years
Country year only ago year only ago
Bangladesh 33 L 63 12 3 85
Fiji 96 4 0 86 1k 0
Indonesia 56 8 36 L6 11 43
Jordan 8L 6 10 67 11 22
Korea, Republic of 100 0 0] 100 0 0]
Malaysia 95 5 0 86 1L 0
Pakistan 90 10 0 80 20 0]
Sri Lanka 83 12 5 73 18 9
Thailand 90 8 2 8L 13 3
Guyana 93 3 L 91 L 5
Jamaica 93 - T 91 - 9
NOTE: "-" less than one per cent.

2. Response bias in reporting vital events

A frequent goal in demographic surveys is to obtain a full record of

vital events such as births and deaths.

It is often found that some res-

pondents do not report all the events; such omissions adversely affect
analyses of the data. The level of omissions is thought to depend, among
other things, on the type of the event, and the method by which the data are
obtained. For example, it may be argued that if women are asked to report

the number of births they have had, certain categories of births are more
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likely to be omitted then others, among them births occurring a long time
ago and, in many cultures, females births and births of children (especially
girls) who died early in childhood. One might also expect the level of
omissions to be lower in a relatively small-scale intensive survey than in

a large-scale survey or census. Table 5.8 compares data on live-births as
reported by mothers in émall—scale intensive surveys with similar data from
large-scale surveys or censuses conducted in the same countries (Chidembaram,
Cleland and Verma, 1980).

Table 5.8

Mean number of children ever born by age of mother:
comparisons for alternate collection methods in
selected countries.,

Collection Age of mother
Country method 15-19 20-2h 25-29 30-34 35-30 Lo-LL L5-L9
Bangladesh (a) 0.8 2.4 4,2 5.7 6.7 7.1 6.7
(b) 0.6 1.9 3.5 L.9 5.9 6.2 6.1
Nepal (a) 0.3 1.4 2.9 .2 5.1 5.5 5.7
(v) 0.3 1.1 2.2 3.1 3.7 k.0 4.0
Korea (Rep.) (a) 0.5 1.0 2.0 3.k L4 5.1 5.8
(v) 0.5 1.0 2.1 3.5 L.5 5.3 5.6

(a) Small-scale, intensive survey.

(b) Large-scale survey or census.

In the absence of sudden changes in the demographic situation, one
would expect the mean number of children every born to increase with the
mother's age. The data for Bangladesh from both sources show a decrease
for age group 45 to 49, which suggests omission of births by respondents
in that age group. For both Bangladesh and Nepal, a substantially lower

level of omissions is indicated in the more intensive survey, while for
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the Republic of Korea, the differences between the two collection methods
are minimal. This example shows the relevance of both the social context
and the survey methodology in determining the level of response bias. It
also shows how plausible hypotheses can be used to detect probable biases
in the absence of direct external evidence.

The level of omission can also depend upon the nature of the event.
Events which are unpleasant or painful may be omitted more often than those
which are not. The study just mentioned notes that 'while a carefully
designed end implemented live-birth history (in a survey of retrospective
fertility) can be expected to net a fairly complete coverage of live-births
. [;thY approach has not succeeded as regards the coverage of non-live
births". An illustration of omissions of children who have died is provided
by Figure 5.1, which is based on estimates from a survey in India of the
percentage under-reporting of infant deaths plotted against the number of
years the mother had been married at the time of the survey (Das Gupta, Som,
Majumdar and Mitra, 1955).

Figure 5.1

Under-reporting of infant deaths by number of years married:
Indian National Sample Survey

- Actual percentages observed.
Growth curves fitted to observed percentages.

Percentage under-reporting of infant deaths.

b S - B A re
v

10 20 30 40 50 60

Years married at time of survey.
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‘nother illustration from India provides evidence that older women
were likely to omit reporting of female children (Mahalanobis and Das Gupta,
1954). Among the earlier marriage cohorts, i.e. among women who had married
many years ago, there was an increasing tendency to omit some female births.
The figures show the sex ratios based on reported births, i.e., number of
male births reported per 100 female births reported. Higher values of
the sex-ratioc indicate higher levels of omission of female births relative

to male births.

Table 5.9

Sex ratios for reported births, by year of marriage:
Indian National Sample Survey :

Period of marriage Number of couples Sex ratio
Up to 1909 910 147
1909 - 1919 9L5 le7
1920 - 1929 1 459 143
1930 - 1939 2 757 108
1940 - 1945 2 204 107
1946 - 1951 1 001 107

Table 5.10, which is based on data from the Tth round of the Indian
National Sample Survey, also provides evidence of response bias in report-
ing births (Mazumdar, 1962). When the births occurring in the 12 months
preceding the survey are distributed by reported month of occurrence, there
is a sharp decline as the number of months elapsed between the birth and the

survey increases.
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Table 5.10

Distribution of births by number of months between
reported month of occurrence and survey:
Indian Nationel Sample Survey

Month of birth prior

to the survey Percentage

1st 11.25
2nd 9.62
3rd 9.4l
Lth 9.18
5th B.97
6th 9.15
Tth 8.40
8th 7.84
9th T.51
10th 6.97
11th 6.43
12th 5.2L
100.00

The exact nature of the bias is not obvious, however. Although
omissions do tend to increase for events occurring farther back in time,
it seems unlikely that respondents would fail to report more than helf
of the births that occurred only 12 months prior to the survey. Another
possible explanation for at least some part of this bias would be that
some respondents are unable to report month of birth accurately and that
there was a tendency to err by reporting births as having occurred more
recently than they actually did. This example, then, leads to the subject

of recell or memory bias in surveys, which is treated in the next sub-

section.

3. Recall lapse: omissions of events, displacement of events, incorrect

amounts

In many surveys, information is collected about certain events that
took place during a specified period of time, such as a week, a month or
a year. For example, in an income-expenditure survey, data may be collected

on income over the past month, and on certain items of consumption, such as
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food, over the past week. In a demographic survey, sample households may
be asked to report births and deaths during the past year. Such surveys

are called retrospective surveys, and the interval for which data on an

event or item are sought is called its reference period. The reference

period may be the same for all respondents, i.e. fixed in terms of calendar
dates, for example from January 1 to December 31 of a given year. Alter-
natively, the reference period may be defined as a given length of time
immediately preceding the interview, for example, the 12 months preceding
the date of interview. If respondents in the survey are not all inter-
viewed on the same day, the exact calendar period for which data are col-
lected will vary from one respondent to another. This is referred to as

a moving reference period although its duration is constant.

Two concepts related to the reference period are the survey period

and the length of recall. The survey period is the time interval during which

fieldwork for the survey is done. Depending upon the nature of the survey,
its size, and the number of field staff available, the survey period may be
only a few days or weeks, or may extend over several months. The length of
recall is the time elapsed between the date of a particular event or trans-
action that occurred during the reference period eand the date on which a res-
pondent is asked to recall it. If a moving reference period is used, the
maximum length of recall will be equal to the length of the reference period.
However, if a fixed reference period is used for all respondents, the maximum
length of recall can exceed the length of the reference period. For example,
if an event occurred at the beginning of a one-week fixed reference period,
and the respondent were interviewed one week after the end of the reference

period, the length of recall for that event would be two weeks.
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Fig. 5.2
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In some surveys, data on the timing of events may be obtained
in & different way. For example, in a survey on migration one may
ask for the date of the most recent move, rather than whether there
was a move in a specified reference period. In a demographic survey,
one may ask for the date of the last birth to a member of the house-
hold, rather than whether there was a birth during a specified refer-
ence period. In this form of questioning, the length of recall may
vary substantielly from one respondent to another, and the survey
and the reference periods are not relevant to the recall process.

The problems of recall of the relevant events and of their timing in
the two systems of questioning may be quite different in practice.
The following paragraphs will be largely concerned with the more com-
monly used fixed-length -reference period.

There are two types of recall errors which affect estimates
of the number of events: (i) omission (and occasionally over-
reporting) of events, and (ii) errors in location in time of the
events reported. These two types of errors are conceptually dis-

tinct, though in practice it may be difficult to disentangle their
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effect. BSo far as omission is concerned, it is related to the length
of recall as well as to salience of the event to the respondent. The
general experience that omissions increase with time may suggest that
the length of recall end hence the reference period should be kept as
short as possible. However, this reduces the number of events for
which information is obtained in each interview, which has the effect
of increesing sampling error for estimates based on a fixed number of
sample interviews. Thus, in & one-time demographic survey concerned
with relatively rare events such as births and deaths, it may not

be cost-effective to use a reference period much shorter then one year.
In surveys of household consumption, it is usual to use longer refer-
ence periods for the less frequently purchased and/or more expensive
items (which presumebly are also more salient to the respondent, and
hence less subject to omission), and to use shorter periods for items
consumed more frequently.

The second type of error may be termed event displacement.

Some events mey be thought by the respondent to have occurred earlier
than they actually did (backward displacement), others may be dis-
placed in the forward direction (sometimes called telescoping). It
is also useful to distinguish displacement within the reference period
(which does not affect the number of events reported in the reference
period), and displacement into or out of the reference period.

Error occurs when events are displaced into or out of the
reference period. These are sometimes called end effects. Various
methods are used in surveys to bound or close the ends of the refer-
ence period to avoid such displacements. For example, if the inter-
viewer calls on & respondent on December 20 and asks about events
between December 8 and December 14 (fixed reference period of one
week) both ends of the reference period are "open"; however, if the
questions asked relate to the week immediately before the interview,
then only the earlier end is open. If the interviewer alsoc visited
the household e week ago to obtain similar information, and the

present interview is used only to list the additional items reported
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since the last visit, then both ends of the current reference period
are closed or bounded. In other words, by design of the study, no
events are likely to displaced into or out of the reference period.
(The price paid, of course, can be the increased cost of multiple
visits.) Similarly,.if the reference period is the whole lifetime
of the respondent (for example, if & woman is asked the number of
children ever born), both ends are closed by definition.

Event displacement within the survey reference period can also
be a source of response bias if estimates of the number of events for
shorter time intervals are wanted. For example, if the reference
period is one year, but respondents are asked to report the month of
occurrence of each event, the estimates of events by month may be
biased even if those for the full year are not. The distortions in
the distribution of births by month that were shown in Table 5.10
were probably due at least in part to this type of bias.

Retrospective surveys are also used to collect information
on amounts for items such as income and expenditures. Errors in re-
porting emounts, like omissions of events, are likely to be affected
by length of recall and by the salience of the particular transaction
involved. Sometimes errors in emounts may be only variable errors,
i.e., their effects will average out and not result in bias; however,
as will be shown, this is certainly not always the case. Considera-
tions of "social desirability" may also lead to bias in reporting
amounts, as mentioned at the beginning of this chapter in connexion
with estimates of purchases of alcoholic drinks and tobacco.

While a shorter reference period and hence shorter average
length of recall may result in fewer omissions and more accurate
reporting of amounts, it may at the same time be subject to relatively
more serious end effects. Hence, a shorter reference period, if un-
bounded, does not necessarily result in lower relative bias. In addi-
tion, of course, there is the larger sampling variability of the re-
sults when shorter reference periods are used. Hence, the determina-

tion of the best reference period for a particular topic requires
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empirical information about the relative biases associated with
reference periods of various lengths and kinds. The Joint effects
of response bias and sampling variance must then be evaluated to
reach a decision,

A few additional considerations in the choice of the reference

period may be mentioned. If there is a tendency among respondents to
heap certain events at a point which coincides with the boundary of
the reference period, more serious end-effects can be expected. For
example, if there is a marked tendency for respondents to think of
children born, say, 9 to 15 months ago as if they were born "one
year ago", then the use of a one-year reference period in demographic
surveys may be inappropriate, unless some probing is done to minimize
the incidence of such heaping. Secondly, if events are distinguished
in respondents' memories in some sort of logical "blocks", then the
choice of the reference period should take that into account. For
example, salaried people may plan their expenditures for a whole
calendar month. Monthly expenditures will be interrelated since
their sum is limited by the resources available during the month.
In such cases, it may be relatively easy to recall monthly expendi-
tures as a block immediately after the end of the month; however, as
the expenditure cycle for the next month starts, the old one may be
quickly forgotten. This sort of consideration can also be very im-
portant in agricultural surveys, where the "blocking' may be accord-
ing to agricultural seasons.

Recall lapse or memory bias in retrospective surveys has long
been recognized as a significant source of error in surveys, and many
analyses and methodological experiments have been conducted to iden-
tify and measure its effects. Some of these will now be reviewed.

Several investigations of recall lapse were undertaken in India
after World War II. 1In the first round of the National Semple Survey
a reference period of one year was used for collecting data on several
items. However, this reference period was found to be unsatisfactory

for expenditures on food items, so experiments were done to evaluate
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reference periods of one week and one month for these items.
(Mahalanobis and Sen, 1954) Table 5.11 shows the data on expenditures
(in rupees per month per person) obtained with the two reference periods.
For each reference period, data were collected for two independent sub-
samples which could be compared to obtain an indication of the varia-
bility in results due to factors other than the reference period.
There were consistent differences between the estimates from the two
reference periods for several items.

Table 5.11

Mean monthly expenditures per person for
selected items, using reference periods
of one week and one month: India

Week Month
Subsample Subsample Subsample Subsample

No. 1 No. 2 No. 1 No. 2

Itenm (Rs.) (Rs.) (Rs.) (Rs.)

Food grains 9.56 9.47 8.87 8.66

Other food items 5.82 6.21 5.06 5.02

Total food 15.38 _ 15.68 13.93 13.68
Betel leaves, tobacco,

intoxicants 0.82 0.82 0.68 0.65

Fuel and light 1.54 1.59 1.22 1.17

Monthly items 1.97 2.34 2.34 2.21

Clothing (annual) 1.62 1.73 1.79 1.65

Other annual items 2.39 2.42 2.42 2.19

TOTAL EXPENDITURE 23.72 24 .58 22.38 21.55

As either a one-week or a one-month reference period was
feasible for food consumption surveys, additional data, external to
the regular surveys, were needed to estimate the biases involved. For
this purpose, households in the sample were requested to lay in stocks
of certain specific food items to be used in the forthcoming period
and to restrict their consumption to those stocks. The quantity of
each food item was weighed before use, and then once a week after-

wards in one subsample and twice a week in another subsample, to
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establish the amounts consumed. Data for the same items were also
collected by interviewing the households. Some of the results of
the experiment are shown in Table 5.12.

Table 5.12

Average amounts consumed for selected food
items, based on interviews and weighing with
varying frequencies

Interviewing Weighing
Item Weekly Monthly Once a week Twice a week
Rice 16.21 15.1h 15.61 14.87
Pulses 1.56 1.19 1.k2 1.19
Sugar 0.23 0.16 0.16 0.1k
Selt 1.27 0.76 0.86 0.82

To the extent that results from the weighings were accurate, the
interview data baesed on a one-month reference period aeppeared to be
less biesed, on the average, than the data based on & one-week
reference period.

In another experiment on household food consumption in West
Bengal, India (Ghosh, 1953), field staff were stetioned in all food
shops in selected villages to record each purchase and to classify
it according to whether or not it was made by village residents.
Interview date on consumption of specific items of food were obtained
with three different reference periods - one day, one week and one
year. The data in Table 5.13 showing weekly purchases of food stuff
in rupees per household would indicate that if the estimates obtained
from food shops were accurate, a reference period of one year for

the interview would be the most appropriate for several items.
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Table 5.13

Mean weekly expenditures for selected food
items, based on interviews with different
reference periods and on observaetion of
purchases in shops: India

Reference period Estimates based on
for interview data deily observation
Item Day Week Year in shops
Pulse 0.35 0.31 0.23 0.21
M. oil 0.77 0.62 0.48 0.k2
C. oil 0.14 0.19 - 0.14
Selt 0.07 0.11 0.08 0.07
Gur 0.07 0.10 0.07 0.02
Pan-supari 0.07 0.12 0.08 0.03
Tea-leaf 0.07 0.05 0.02 0.01
Tobacco 0.35 0.20 0.13 -
Bidi 0.35 0.37 0.29 0.21

The results from the two studies described above seem to contradict
each other. In fact there can be room fof doubt of the validity of
either: the first experiment created e somewhat artificial situa-
tion, while the "objective" estimates in the second are questionable.
Nevertheless, they indicate efforts to find objective solutions to
the problems of choosing appropriate reference periods.

Table 5.14 shows some results from a test of the collection
of expenditure date using reference periods of varying lengths in
Ghana (Scott, 1973). For most items, the mean number of reported
purchases per household per day decreased significantly as the
length of the reference period increased. However, it is by no
means certain that the date for the one-day reference period are
more accurate, because the reference periods were unbounded at the
beginning and forward displacement (telescoping) of purchases could

have occurred.
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Taeble 5.1k

Number of purchases per household per day,
by length of reference period: Ghane, urban
sample, 1966

Index Signi-

Reference period T days ficance
Item 1l day 2 days 3 days T days 1l day x 100 test P
Kenkey .643 .521 480 b T0 .001
Cassave 517 .595 .570 .538 104 .05
Garden egg .408 458 437 419 103 Not sig.
Red pepper .521 s 459 .468 90 .001
Plantain 517 .489 .486 NS 85 .001
Smoked fish .727 .T721 .T709 .648 89 .001
Offal 101 .076 .102 .089 88 .001
Bread .193 .105 137 .108 56 .01
Cigarettes .227 .216 .21h .183 81 .001
Firewood .282 .21k .211 .191 68 .001

More explicit evidence of displecement effects is available
from a study carried out by the United States Bureau of the Census.
Neter and Waeksberg (1964) report on a complex multi-factor experiment
which was incorporated into a national panel survey of household ex-
penditures on residential elterations and repairs.

Part of the experiment was a comparison of bounded and un-
bounded reference periods of varying lengths, as follows:

(a) Unbounded, 6 months

(b) Unbounded, 1 month

(e) Bounded, 1 month

(d) Bounded, 3 months
Bounding was accomplished in procedures (c) end (d) by recording prior
expenditures in a baseline interview conducted at the beginning of
the reference period. This information was used during the interview
at the end of the reference period to avoid displacement of expendi-
tures into or out of the reference period. For reference periods of

more than one month /procedures (a) end (d)7/, respondents were asked
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to allocate expenditures to the specific months in which they believed
they had been made. Thus, in procedure (d), displecement errors were
not likely to occur with respect to the entire 3-month reference period,
but could occur in allocating the expenditures to months within that
period.

Teble 5.15 compares estimates of numbers of Jobs and amount of
expenditures based on one month recall under procedures (a), (b) and (e¢).
For procedure (a), these estimates were based on datae reported for the
most recent month during the 6-month reference period.

Table 5.15

Jobs and expenditures, estimated from one-month
recall, by procedure: United States,
February 1960 to March 1961

Number of jobs Expenditures
(millions) (millions of dollars)

Bounded Bounded
Unbounded recall recall, Unbounded recall recall,
reference period: 1 month reference period: 1 month

Size of job 6 months 1 month ref.period 6 months 1 month ref.period

(dollars) (a) (b) (c) (e) (b) (c)

Total 213.9 300.6 215.1 11,748 15,343 9,889
Under 10 130.4 192.3 147.8 93L 1,221 910
Under 10 89.4 1k45.1 112.2 389 588 436
10-19 40.9 h7.2 35.5 545 633 LTh
20-99 58.3 78.3 48,2 2,395 3,308 1,935
20-49 40.7 52.7 34.6 1,212 1,584 1,012
50-99 17.6 25.6 13.5 1,183 1,72k 92k
100 and over 25.3 30.0 19.2 8,418 10,814 7,0k4L
100-1499 19.5 25.3 15.7 L ,067 5,475 3,107
500 and over 5.8 4.6 3.5 4,351 5,339 3,936

Teking the estimetes from procedure (c) as a standard (most accurate),
it appears that the use of a one-month unbounded reference period (pro-
cedure (b)) led to considerable displacement of jobs and expenditures

into the reference period. The results based on the most recent month
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of a 6-month unbounded reference period are closer to the standard,
but, except for Jobs under $10, there still appeared to be some dis-
placement of events into the most recent month of the reference period.

Table 5.16 compares estimates based on one-month bounded recall
(procedure (c)) with estimates based on each of the 3 months of the
bounded 3-month reference period (procedure (d)). The columns labelled
"first-month", "second month", and "third month" show estimates based
on the most recent month, the month prior to that, and the earliest
month of the 3-month reference period, respectively.

Table 5-16

Jobs and expenditures estimated from one-month bounded
recall and each month of a bounded 3-month reference
period: United States, June 1960 to January 1961

Bounded recall with three-month Bounded
reference period (d) cne-month
Size of Job First- Second- Third- recall
(dollars) month month month Average (c)

Number of jobs (millions)

Total 133.1 70.7 L8.L 8L.1 116.3
Under 20 82.7 37.7 27.9 Lo.L 79.1
20-49 23.0 13.7 8.2 15.0 17.9
50-99 11.0 7.2 L.L 7.6 7.3
100 and over 16.4 12.0 8.0 12.1 12.0

Expenditures (millions of dollars)

Total 8,743 5,017 3,400 5,750 5,384
Under 20 573 277 199 349 L85
20-49 692 L20 246 452 528
50-99 762 488 310 520 496
100 and over 6,717 3,833 2,736 L,428 3,875

Presumbably, (c) and the average of (d) are both free from end
effects, and the differences between them result primarily from

omissions of Jobs and incorrect reporting of amounts of expenditures.
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Fewer smell jJobs were reported when the 3-month period was used; how-
ever, total expenditures were higher, perhaps as a result of over-
estimating expenditures on jobs which were reported or perhaps due to
sampling error. Clearly, there was a strong displacement '‘effect in the
allocation of Jobs and expenditures within the 3-month bounded reference

period, even for the largest Jobs.

Another example from the U.S. Bureau of the Census comes from
the National Crime Survey (Murphy and Cowan, 1976). The design of
this survey was such that it was possible to compare estimates of
victimization rates (incidents per 1,000 persons) based on bounded
and unbounded 6-month reference periods. Selected comparisons are
shown in Table 5.17. The unbounded rates are consistently higher,
indicating substantial displacement of reported incidents of burglary

and other types of personal victimization into the reference period.
Table 5.17

Estimated victimization rates based on bounded
and unbounded recall: U.S. National Crime Survey

Total personal Burglary
victimization rates vietimization retes

Quarter Bounded Unbounded % Difference Bounded Unbounded % Differenc:
I/7L 7.89 11.30 k3.2 19.23 27.38 La.4
II/TL4 8.90 12.31 38.3 . 22.60 33.3L 47.5
III/Th 9.38 1L.88 58.6 26.85 36.62 36.4
Iv/Th 9.7k 13.29 36.L 23.89 31.L0 31.L
1/75 8.55 12.17 42.3 20.65 29.13 b1.1

Experiments and analyses of this kind have led to fairly wide-
spread adoption of designs using bounded recall and fairly short refer-
ence'periods for surveys of income and expenditures and other retro-
spective surveys. These designs are characterized by the following
feat;res (Hansen and Weksberg, 1970): "a) Each household must be

interviewed for several consecutive time periods. b) After the
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first time the interviews are dependent, that is, the interviewer
reminds the respondent of what he reported the last time and asks
about subsequent expenditure. c¢) The first report is not included
in the tabulation: it is only used for establishing the basis for
future dependent interviews."

The literature on recell in household surveys is extensive.
Readers who would like to pursue the subject further may consult
some of the following references: Cole and Utting (1956), Ferber
(1955), Goldberg (1957), Kemsley and Nicholson (1960), McWhinney
and Champion (1974), Nisselson and Woolsey (1959), Som (1968), and
U.S. National Center for Health Statistics (1972).

L. Response bias in panel surveys: conditioning effects

Some household surveys use a rotating panel design. House-

holds selected for the sample are interviewed at regular intervals,
for exemple weekly, monthly, or quarterly. Also at regular inter-
vals, a fixed proportion of the households (a panel) is dropped and
replaced by a new panel of the same size. Each panel is a separate
probability sample of the target population for the survey. To
illustrate, the sample for a monthly survey might consists of 6
panels, with one of the panels being replaced each month. The house-
holds in each panel would be interviewed in six consecutive months
and then dropped from the survey.

When this type of design is used, it is possible to estimate
population totals separately from each panel. Except for random
variation, the samples on which these estimates are based differ
only with respect to the number of prior interviews for the sample
households. It has been observed frequently that differences between
panel estimates are larger than could be expected solely as a result
of sampling veriability; in such cases the differences are ascribed

to panel or rotation group bias.

Simple comparisons of estimates for the different panels do

not determine which estimates are biased, or by how much, or what
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causes the bias. However, it is generally accepted that part of the

explanation of this phenomenon lies in a conditioning or learning

effect in which responses in survey rounds after the first one are
affected by the experiences of respondents and interviewers in prior
rounds. There are many possible effects. Respondents may become
femiliar with the structure of the questionnaire and answer questions
in ways that they know will not lead to a series of follow-up ques-
tions. Interviewers may come to expect respondents to have a certain
laebour force status and fail to probe for possible changes since the
prior interview. As respondents become better acquainted with inter-
viewers they may be more inclined to give responses which they think
will be socially acceptable. Conditioning could lead to more accurate
responses: when respondents know what is coming in the next inter-
view, some of them might keep notes or take other steps that will
help them to report more accurately. .

Being in a panel survey may even have a direct effect on the
respondent characteristics or behaviour which are being investigated
in the survey. Questions on labour force status might cause some
respondents not in the labour force to start looking for work. Suppose
it were desired to conduct periodic surveys, which included medical
examinations, to track the health status of the populetion. While a
panel approach would undoubtedly be more efficient for sampling
purposes, its use would be inadvisable because persons in the sample
would, in all likelihood, develop different patterns of health treat-
ment and status as & result of their participation in the survey.
After the first round, they would tend to become unrepresentative of
the target population.

An illustration of panel bias is provided by the monthly
Current Population Survey (CPS) of the US Bureau of the Census. In
the CPS, each sample of housing units selected is divided into eight
panels called "rotation groups". Housing units in a rotation group
are interviewed eight times: they are interviewed for four con-

secutive months, dropped from the survey for eight months, and are
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then interviewed for four more consecutive months. Each rotation
group is & random subsample of the entire sample and in the absence
of bias each rotation group would be assumed to have the same ex-
pected value. However, systematic differences which are substan-
tially larger than the sampling variasbility expected, have been
observed. Table 5.18 shows that there is a downward tendency in
the estimated levels of employment and unemployment depending on
the number of months & panel has been in the sample (Bailar, 1979).
The table shows a "rotation group index" which is the proportion of
persons having the characteristic of interest in = given rotetion
group divided by the corresponding proportion for the full sample
and then multiplied by 100. The expected velue of the index in the

absence of bias is 100.0.

Table 5.18

Rotation group indices for selected items:
United States Current Population Survey

Months in Males Females
sample Employed Unemployed Employed  Unemployed
1 100.8 105.9 102.0 115.4
2 100.0 100.6 100.3 99.8
3 99.9 100.0 99.6 96.8
L4 100.2 100.9 100.3 99.9
5 99.9 101.3 100.2 104.4
6 99.7 9T.5 99.0 9Lk.6
T 99.6 95.5 98.9 91.3
8 100.0 98.3 99. 97.8

The existence of panel bias is clear. For example, the estimate

of unemployed males from households in the sample for the first

time is 5.9% higher than the average (index = 105.9), while the
corresponding estimate from households in the sample for the seventh
month is 4.5% lower than the average (index = 95.5). The author
notes that the sampling error for each index is about 1.0, so that

the pattern observed cannot be accounted for by sampling errors.
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It is very likely that the above pattern is, at least in part,
due to conditioning. However, the phenomenon is complex and its
causes by no means fully understood. Note that the most marked differ-
ences from the expected value 100.0 in Teble 5.18 are for the house-
holds which are in the sample for the first time. Regarding this
effect, Hansen and Waksberg (1970) note that:

"From the time that the CPS was converted to a
rotating panel operation, in 1947, the staff of the
Bureau has been aware that the results obtained varied
by rotation group - or by the amount of exposure of
the panel to the survey procedures. The most serious
effect wes on measures of unemployment, and particularly
on some subgroups of the unemployed. However, we have
found evidence of the same phenomenon in almost every
area where roteting panels are used - including health
studies, income reports, expenditures dete, and anti-
cipated purchases."

"The estimates of levels of unemployment differ
among the eight panels in a consistent way, for reasons
that we do not adequately understand. The sizes of the
differences vary over time, so that recently we have
observed & range twice as great as the range that had
been observed earlier -- possibly a result of changed
employment conditions. Also, the patterns vary strik-
ingly for vearious classes of the population and are
more serious for population groups that do not have
full participation in the lebour force, such as women,
and persons aged 16 to 25. These panel (or rotation
group) differences cause serious difficulties in cer-
tain types of anelyses."

A number of other studies have documented the phenomenon in different
fields. Pearl (1978) has shown its existence in consumer expenditure
daeta; Mooney (1962) has shown that the problem exists for health

data; Woltman and Bushery (1975) for crime victimization date; and
Hansen et al (1955) and Baeilar (1975) for lsbour force date. Williams
and Mallows (1970) discussed the relationships between panel bias

and differing levels of non-response for different panels.

5. Response bias and respondent rules

In most household surveys, interviewers are given specifiec
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rul:s or procedures to follow in determining which person or persons
in a household are acceptable respondents for interviews to collect
information about members of that household. In general terms,

these rules can vary from a very strict procedure, requiring that each
adult member of a household must be interviewed separately, even though
severel visits to the household might be needed, to a very permissive
procedure vwhich ellows that the information can be obtained from

any "suitaeble'" member of a household or perhaps sometimes even from
neighbours. An intermediate approach might be to permit the use of
proxy respondents if some members of the household cannot be located
after a specified number of call-backs. These are general approaches;
in practice, rules need to be elaborated to cover special ceses, such
as persons absent on extended trips, persons who are too ill or in-
firm to respond, interviews in areas that are especially difficult to
reach, and the like.

The particular respondent rules used have important effects
on both the accuracy of the data and the cost of conducting the survey.
Usuelly, although not alweys, one would expect self respondents to
provide more accurate information than proxy respondents. The mag-
nitude of response errors introduced by using proxy respondents will
depend on the nature of the survey items end of the target population,
and cen only be determined by experimentation. Greater use of self-
respondents will, of course, add to the data collection cost per house-
hold, primarily because more call-backs will be necessary. These
effects must be balanced against each other in the context of total
survey design.

Data from ean experiment using different respondent rules in a
pilot test for a demographic survey are shown in Table 5.19 (Tuygen
and Cavdar, 1975). Under procedure 1, "interviewers were instructed
to meke special efforts to obtain responses from all eligible women
to questions relating to their own children'". Under procedure 2,
no such instructions were given and as cen be seen in Table 5.19,

proxy respondents were used more often. The table shows the effect
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of the two different procedures on inquiries about children ever born
to ever-married women and proportion of children no longer living at

the time of the interview.
Table 5.19

Effects of proxy response on demographic items:
pilot test for Turkish Demographic Survey

Urban aresa Rural area
- Procedure Procedure Procedure Procedure

Ttem 1 2 1 2
Per cent of women responding

themselves 88 75 66 59
Average number of children

ever born to ever-married

women 3.00 2.81 5.36 5.07
Proportion of children dead

at time of interview .207 .178 .266 .254

This example shows that it is not always possible to obtain self-
response for all or even nearly ell sample persons. In this case
the authors state that it is difficult to interview women directly
in the "rural traditional population”, even when special efforts
are made. Nevertheless, if self-response is accepted as being more
accurate for these items, these special efforts did improve the
accuracy of the survey estimstes.

Another example, which is not based on a controlled experiment
but which suggests that there may sometimes be substantial differences

between self and proxy responses, is shown in Table 5.20 (Shah, 1981).
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Table 5.20

Per cent of women aged 10 and over
in labour force: Pakistan, 19T74-T5

Source of data

Pakistan Fertility Labour Force
survey, 1975 survey, 19T7L-T5
Type of area (self-response) (lergely proxy response)
Urban 16 L
Rural 18 8

In the Fertility Survey, female interviewers were used and they were
able to interview women directly. The Lebour Force Survey inter-
viewers were men, and they normally obtained information for all
household members from a male member of the household. Although some
of the differences could have resulted from differences in concepts
and definitions, differences in timing of the two surveys and other
factors, the author suggests that the main reeson for the lower rates
in the Lebour Force Survey was that many Pakistani men believe that
there is some social stigma attached to women working outside the
home, and therefore they are likely to under-report labour force
participation of female members of their families.

This exemple shows that comparison of survey estimetes with
more or less comparable data from other sources (another survey, a
census, or data from administrative records) can often shed some
light on the existence and sources of non-sampling error.

The finel example in this sub-section is based on reinterviews
conducted for a sub-sample of the respondents to the United States
Health Interview Survey over a 3-year period centered around 1960 (U.S.
Netional Center for Heelth Statistics, 1973b). In the initial inter-
views, the use of proxy respondents was allowed when a member of the

household was ebsent; however, in the reinterviews all adults wvere
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self-respondents. In the reinterviews, the same questions were to
be asked without reference to the original responses; however, the
reinterviewer carried the original responses and, after the reinter-
view, compared the two sets of responses. When differences existed,
the reinterviewer tried, with the respondent's help, to determine
the proper response. This last procedure is called reconciliation.

Thus, the data shown in Table 5.21 are based on the initial

interviews, with self or proxy respondents, and the independent re-
interviews, always with self-respondents, after reconciliation. The
first two columns show the proportion with each characteristic. The
third column shows the net shift in the results, and the fourth
column shows the proportion shifting in either direction between the
original interview and the reconciled reinterview.

Table 5.21

Results of initial interviews and reconcilced reinterviews,
for self and proxy respondents to initial interview:
United States Health Interview Survey, fiscal years 1959-61

Average Average
Persons in class Net gross
Survey item, subj}ect and respondent Reinter- difference difference
on original interview, persons with: Original view rate rate

One or more chronic conditions:
Adult, self-respondent............. 59.k4
Adult, proxy respondent............ UT.L
(self-respondent-proxy respondent) 12.0

v O\
o\ &
w N
i
'_l
o= an
~“+
'_l

One or more hospital episodes in past
12 months:
Adult, self-respondent............. 13.2
Adult, proxy respondent............ 9.0
(self-respondent-proxy respondent) k.2

=
wow
O\
1
or O
N O w

One or more restricted activity days in
past 2 weeks:
Adult, self-respondent..ceceosoeses. 13.5
Adult- proxy respondent............ 8.2
(self-respondent-proxy respondent) 5.3

()

One or more bad days in past 2 weeks:
Adult, self-respondent.......eceeee. 6.7
Adult, proxy respondent........oess h.7

(self-respondent-proxy respondent) 2.0

o=

One or more time-lost days in past 2 weeks:
Adult, self-respondent.......c.0.s. 3.1
Adult, proxy respondent............ 4.3

(self-respondent-proxy respondent) -1.2

0
o o
| = =
N o
= @

One or more hospital days in past 2 weeks:
Adult, self-respondent......ce0o0000 0.7
Adult, proxy respondent............ O.b

(self-respondent-proxy respondent) 0.3
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The net difference rates for proxy respondents were generally larger;
however, some part of these differences might have been due to in-
herent differences between persons who were available to report for
themselves in the initial interview and those who were not. The net
differences rates were larger for proxy respondents for 4 of the 6
items, and the gross difference rates were larger for 5 out of 6,
which suggests that larger response biases are associated with proxy
\respondents. The largest net and gross difference rates, for both
self and proxy respondents, are for the items which have the greatest
element of subjectivity and are the hardest for other family members
to observe: chronic conditions and days of restricted activity.

Additional findings on differences in completeness of reporting
for proxy and self-respondents in health surveys are given by Kovar and
Wilson (1976), Kovar and Wright (1973), and U.S. Nationel Center for
Health Statisties (1977, pp. 15-16).

6. Other illustrations of response bias

v Often a carefully designed set of questions will produce more
accurate information on a particular variable than will a single ques-
tion. For example, if an accurate estimate of total household income
is needed, a set of questions covering different types of income and/or
different members of the household is likely to give & more accurate
result than a single question asking for total income of the house-
hold.

Marckwardt (1973) has reported on an experimental comparison
of fertility data collected from an in-depth interview, using a
detailed pregnancy history approach, with data from a "short form",
similar to one that might be used in a census. The comparison was
made in a national semple survey in Peru (excluding the Lima-Callao
metropolitan area) in 1969.

Table 5.22 shows data on mean number of reported live births,
by age of woman and degree of urbanization, for the two procedures.

If the data from the depth interviews are taken as the standard,
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then there appears to be a response bias of approximetely 10 per cent,

in the direction of under-reporting, in the short interviews.

Table 5.22

Cumulative Fertility, All Peruvian® Women 15-L49
Years 01d, by Degree of Urbanization, Age and Type
of Interview

Mean number of

Degree of reported live birthsb
Urbanization Short Depth
and Age Interview (S) Interview (D) (S) + (D)
All places 3.1 3. 91%
15-2L 0.7 0.8 85
25-3L 3.3 3.8 89
35-L9 5.8 6.4 92
Rural, under 2500 3.5 3.8 91
15-24 0.8 1.0 85
25-3h4 3.6 4.0 90
35-k49 6.0 6.6 92
Towns 2500-19,999 2.9 3.1 93
15-24 0.6 0.6 95
25-34 3.k 3.7 92 -°
35-49 ‘5.6 6.1 91
Cities of 20,000 or more 2.2 2.5 Q0
15-2k 0.4 0.5 82
25-34 2.6 3.0 85
35-49 5.4 5.8 93

e - The Lime-Calleo metropolitan areas was excluded.

b - The means corresponding to all ages for each size-of-place category
have been standardized on a common age distribution of short and
depth interviews, and those corresponding to "all places'" have been
standardized on a common age-place distribution.

Source: 1969 National Fertility Survey, Sample Survey Center of the
Ministry of Labor of Peru.

The differences observed between the two procedures cannot
be attributed only to differences in the type and number of ques-
tions asked. The use of proxy respondents was allowed for the short

interviews, but not for the depth interviews, and this in turn led
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to differences in non-response rates for the two procedures.

Jabine and Rothwell (1970) reported on findings from 15
"split-paenel' tests of census and survey questionnaires conducted by
the United States Census Bureau. Their conclusions about probing
questions were as follows:

"Probing questions can improve accuracy of response.

A version of the Current Population Survey question-
naire which included probes about hours worked and
about self-employment provided improved statistics

for these subjects. Marginal improvement in reports
about size of farm were also achieved through probing
questions. There are, of course, limits to effective-
ness of probing. Additional probing about labour
force status in test Number 7 produced no significant
changes."

As mentioned earlier in this chapter, responses to questions
on sensitive topics such as use of alcohol and drugs or participation
in illegal activities are often biased downward. Several methods have
been proposed to eliminate or reduce under-reporting on sensitive topics.

Perhaps the most ingenious is randomized response, a procedure which

permits estimates of proportions at the aggregate level without requir-
ing respondents to disclose to interviewers their responses to speci-
fic sensitive items (Warner, 1965).

Tezcan (1977) reports on the use of the randomized response
procedure to obtain data on the prevalence of induced abortion in a
national sample of Turkish women under age 45. Compareble data were
obtained from direct interviews for a parallel sample of women. It
was found in this study that "the proportion of women studied with
one or more induced abortions in their reproductive lives was found
to be 13.9 in the direct questioning sample and 33.1 per cent in the
rendomized response sample". Even more striking results were obtained
in en application of the randomized response technique for the same
purpose in Ethiopia. As reported by Chow, Gruhn and Chang (1979),
the estimated rate of induced abortion (per cent of women with one
or more) based on randomized response was 34.5 per cent, whereas

fewer than 0.1 of the women were willing to admit, on direct
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questioning, to having had an induced abortion.

It mey be of interest to complete this section with an example
of response bias which could have occurred even though every respond-
ent answered the question correctly. Tabulations from the October
1980 education supplement to the United States Current Population
Survey showed unexpectedly large increases in the proportion of
students enrolled in private, as opposed to public schools. Inves-
tigation showed that the layout of the response categories to the
question "Is it a public or private school?" had been changed from
what it had been in previous years. The order of the categories in
1980 was "Private" followed by "Public", the reverse of what it had
been. It was hypothesized that some of the interviewers failed to
notice or adapt to this change and, therefore, recorded all or some

of the responses to this item incorrectly (Siegel, 1981).

D. Response variance

1. Components of response variance

As pointed out in Section B of this chapter, the response
variance is the variable component of response error, resulting from
transient factors which affect individual responses in a more or less
random fashion. If it were possible to repeat, or replicate, a sur-
vey using a fixed sample and under the same procedures and other
essential survey conditions, the differences between estimates from
each replication and their average or expected value over all replica-
tions would be entirely due to response variance.

Variable response errors may be either uncorrelated or corre-

lated. In this context, uncorrelated response errors are those that
are not affected by the particular interviewers, supervisors, coders
or other survey personnel who happen to be associated with a parti-
cular element of the sample. The variable part of these uncorre-
lated response errors is measured by the uncorrelated or simple

response variance,
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Insofer as individual interviewers, or supervisors, or coders
have different average effects on their workloeds, they introduce
response errors which are "correlated" for all elements of the sample
included in that workload. These correlated response errors give

rise to correlasted response variance, or depending on the category

of survey personnel with which it is associated, interviewer variance,
supervisor variance, or coder variance.

Another way of looking at correlated response variance, sey
interviewer variance, is that it results from biasing effects that
differ from interviewer to interviewer. In collecting data on house-
hold income, for example, one interviewer might tend to forget to ask
about income of family members other than the head; & second might tend
to record gross raether than net income for self-employed persons; and a
third might tend to neglect to ask about income from dividends and in-
terest. Some of these errors overstate income; others understate it.
Each interviewer's result has a different expected value under the
given essential survey conditions. The correlated response variance
measures the variability of these interviewer expected values about
their overall mean. The difference between their overall mean and the

"true value" is, of course, response bias.

2. Simple response variance
() Basic concepts

There is no way, in & single sample survey, to dis-
tinguish true variation between individuals (which gives
rise to sampling error) from additional variation arising
from random factors which affect individual responses (which
gives rise to simple response variance). In fact, the
usual procedures for estimating sampling error automatic-
ally include the effects of simple response variance as
well. In order to estimate simple response variance
separately, it is necessary to repeat the survey under

essentially the same conditions and with the same sample,
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or at least a subsample of the units included in the
initial survey.

As is true for sampling error, the sample size
is the majJor determinant of the contribution of simple
response variance to the mean square error of survey
estimates. As the sample size is increased, the effect
of the simple response variance will be reduced in about
the same proportion.

There are various measures of simple response

variance that can be used. Measures used in connexion
with attributes may be illustrated by a simple 2 x 2
table, similar to the one shown in Section B of this
chapter. As before, the labour force status in the
initial survey will be shown in the stub of the table.
The heading, however, will no longer show the correct
status. Instead, it will show the status as determined

by a repetition of the initial survey.

Labour force Status in re-interview
status in Not in labour
initial survey In labour force force

In labour force a b

Not in labour
force c d

One measure of simple response variance is the

gross difference rate, that is the proportion of in-

dividuals assigned to different categories in the two
surveys. The gross difference rate, expressed as a

proportion, is

g = where n= a+b+c +4d
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If all individuels were classified in the same way in
both surveys,'the gross difference rate would be zero.

If the two surveys were, in fact, conducted in-
dependently under the same general conditions, g/2 would
be an approximate estimate of the simple response variance.
In practice, it is not possible to meet this requirement.
First, there may be reasl changes in the situation: cer-
tain facts may have changed during the interval between
the repeat interviews, or respondents' may change their
opinions. Such changes, if not eliminated, will over-
estimate the extent of response instability. To reduce
these effects, the time intervel between the two inter-
views should be as short as possible. On the other hand,
the two interviews may not be independent; some respond-
ents may remember the answers they gave during the first
interview and try to be consistent. Such effects would
under-estimate the mctusl variability of individual res-
ponses. To control these effects, the time interval bet-
ween the two interviews should be longer, which conflicts
with the previous requirement. For factual items which
are not likely to change between closely-spaced interviews,
such as date of birth, sex, educational attainment of adults,
or last year's income, estimates of the simple response
variance based on repeated surveys (re-interviews) are
likely to be underestimates.

A meassure which is useful for comparing response

variability for different items is the index of inconsistency.

Using the above notation, it is expressed as:

I = )

where p is the average proportion in the two surveys having

the specified characteristic. It cen be shown that the index
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of inconsistency, which can take values between 0 and 1,
is a measure of the proportion of total variance for an
item that is accounted for by response variance.

A high value of the index of inconsistency may in-~
dicate that the item in question is inherently unstable,
or it mey indicate that the questions, instructions and
procedures being used to collect the information need to
be improved in order to reduce the level of instability
of responses.

Analogous measures of simple response variance for
aggregates, such as expenditures and income, can also be
developed. However, it is usually easier and more con-
venient for the analysis of response variance to display
such data by class intervals, such as a distribution of
households by income class, so that measures for attri-
butes can be used. In such a case, a 2 X 2 table for the

analysis would be as shown below.

Status in replication

Status in In income class Not in that
initial survey $2,000 to $2,999 income class
In income class

$2,000 to

$2 ’999 a b
Not in that

income class c d

Repeating the table for each income class, the desired

measures of simple response variance can be estimated.

(b) Examples
The first illustration, taken from Seltzer (1973),

shows the proportion of persons, by S5-year age group in
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reinterviews, who had been classified in different age

groups in the initial interview.

Table 5.23 are not gross difference rates; they are

equivelent to values of

c

a ¥ C

in the 2 x 2

tables presented earlier in this section.)

Table 5.23

Reinterview data from two surveys:

percentage of persons classified in

different age group in initial interview

Age at re-
interview

Under 5 years
5-9

10-14

15-19

20-24

25-29

30-3k

35-39

Lo-LL

45-L9

50-5k4

55-59

60-64

65-69

TO-Th

75 and over

¥Provisional and unofficial.

(The values shown in

Ghana sample, 1960 Rawelpindi
Males Females area, 1971%

13 15 20

27 27 27

39 31 31

35 38 37

L8 Ly 47

52 58 L8

58 63 59

66 66 66

67 60 T0

6k T 6l

66 70 T1

66 85 90

€9 T2 68

66 79 93

69 T1 61

L1 32 53

As might be expected, the levels of response variability

increased with age in both surveys.

The lower percentages

for the age group 75 and over reflect the fact that this

is an open-end intervel covering more than S5-years.

‘Errors

could occur only at the lower limit of the intervel, and a

smell proportion of the people in the age .group .(in the

reinterview) were close to that limit.
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Misclassification in this sense is, of course, a
function of the size of the interval. If l0-year age
groups had been used, the percentages would have been
substantially smaller.

Table 5.24 shows values of the index of incon-
sistency for selected variables from a fertility survey
in Peru (0'Muircheartaigh and Marckwardt, 1980), classi-
fied by age, place of residence and level of education
of the respondents. For variables such as birth inter-
vals, which depend upon deteiled information on birth
dates of children, and attitudinal variables such as the
desired number of children, the index is high; in one
case 68% of the variance is due to response variability.
Not surprisingly, the index values are generally higher

for the older, rural and less educated respondents.
Table 5.2k

Indexes of inconsistency for selected
variables by age, residence and education

of respondents: Peruvien fertility survey

Age Residence Education
Variable 25 45 Lima Rural None T years
First birth interval 56 68 4o 63 61 58
Last closed interval 30 33 11 20 17 11
Year of first birth 5 15 1 3 3 L
Children ever born 2 3 1 3 3 1l
Month of last birth it 3 1 4 4 2
Year of last birth 6 3 1 b b 1
Desired no. of children 45 76 48 68 61 36
Current age b 27 1 3 5 1
Age at marriage 16 29 11 36 Lo 7
Year of marriage 10 25 2 6 11 1
Age group .1k 68 1 L 7 1
Whether worked 31 L1 21 43 53 21
Ever-use of contraception 30 36 3k 62 45 37
Births in past 5 years 5 28 5 13 11 6

Sample size 201 158 379 431 309 278




Table 5.25 illustrates the use of the index of
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inconsistency to compare response variability for differ-

ent classes of items.

The data are based on reinterviews

of a sample of persons from the United States 1960 Census

of Population.

For each topic, the table shows the dis-

tribution, by size class, of the indexes of inconsistency

estimated for each of several categories under that topic.

The column labelled "Total income", for example, shows

the distribution of indexes of inconsistency estimated

for each of 16 income size classes, separately for males

and females, and for both sexes combined (U.S. Bureau of
the Census, 196L4).

Table 5.25

Distribution of estimated indexes of
inconsistency for selected variables,
by size and topic: U. S. Census of
Population, 1960

Population characteristice

ndex of ) Chil- Self-
.nconsis- School School Type dren Employ- Total employ- Othe
‘ency Total Mobil- enroll- attain- of ever ment in in- ment in-
sercent) classes Sex Color Age ity ment ment school borm 1959 come income come
tal

+lasses 322 4Lk 5 17 15 6 13 6 L8 32 32
Y= 09 129 112 3 1l - 3 5 - - - 1
Y- 19 50 - 23 2 T 2 3 T L 2 - -
Y =29 29 - 9 - T 1 - 1 2 T 2 -
V-39 29 - - - 2 9 - - - 9 2 (.
Y - k9 19 - - - - 2 - - - 1k 1l 2
1 - 59 3L - - - - 1 - - - 15 6 12
V- 69 10 - - - - - - - - 1 8

) or over 22

13
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This table makes it clear that some items are
considerebly more affected by response variance than
are others. Low indexes are observed for sex, colour,
age, mobility (residence 5 years ealier), type of
school in which enrolled (public or privete) and
children ever born. Somewhat higher values are observed
for other education items and for employment in the
previous year. The highest indexes are clearly those
for income items.

Figure 5.3 shows recent trends in the index of
inconsistency for the number of unemployed persons, as
estimated from the United States Current Population Sur-
vey., based on semi-annual averages from sample reinter-
views conducted since 1972. The band A-A around the
tfend line represents a 95-per cent confidence band
for the point estimates. Note that values of the index
up to 20 per cent are called "low", those from 20 to 50
moderate, and those above 50 high. (U.S. Bureau of the
Census, 1961).

Fi e 5.3

Index of inconsistency for unemployment,

unreconciled reinterview sample: U. S.
Current Population Survey, 1972-80

66 I»high
50
Lo| A
INDEX OF ] serat
INCONSISTENCY o, moderate
A
20
10 I low
2 2
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Similer charts for other employment items

showed the following trends during the same period.

Item Level of index
Employed in agriculture low to moderate

With & Job, but not at
work moderate

Non-agriculture employment :

full-time low
Non-agricultural employ-

ment: part-time moderate
Not in labour force low

Correlated response variance

(a) Basic concepts

Although the concepts underlying correlated res-
ponse variance are straightforward, its mathematical
treatment is relatively complex. The objective of this
exposition is to give a general idea of what it is, how
it can be measured, and its implications for the design
of household surveys. Readers seeking a more rigorous
mathematical treatment may consult Fellegi (1964, 19Th4);
Hensen, Hurwitz and Bershad (1961); Kish (1962); and
U.S. Bureau of the Census (1968a).

The nature of correlated response variance asso-
ciated with interviewers was described by Kish (1962)
as follows:

"Each interviewer has an individual average
'interviewer bias' on the responses in his
workload, and we consider the effect of a
random sample of these biases on the
variance of sample means. The effect is
expressed as an interviewer variance which
decreases in proportion to the numbers of
interviewers."
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A similar statement could be made for components of
correlated response variance associated with super-
visors, editors, coders, key-punchers etc.

An important property of the interviewer
variance is that its contribution to the totel mean
square error is inversely proportional to the number
of intervievers employed in the survey. For a fixed
total sample workload, the larger the number of inter-
viewers, the smaller will be the effect of interviewer
variance on the results. Likewise, the effect of
correlated errors introduced by coders would depend
on the number of coders employed.

Other things being equel, this suggests that
the i1deal survey design would be to have a different
interviewer for each respondent! 1In a sense, this is
what happens when self-enumeration is used, as has been
the case in recent years for censuses in several dev-
eloped countries. In fact, experiments which demon-
strated the effect of interviewer variance on census
results had much to do with the trend toward greater
use of self-enumeration (see, for example, Fellegi and
Sunter, 19Th).

However, self-enumeration is not e feasible alter-
native for most household surveys, and cost factors and
other considerations place upper limits on the number
of interviewers thet can be used in a particular survey.
Nevertheless, it is important to be aware that Just as
sampling errors may be guite large for estimates based
on & small number of primary sampling units, the effects
of interviewer variance can be substantial for estimates
based on the work of & few interviewers. This is a major
consideration in deciding whether a survey is adequetely

designed to produce subnetional estimates, say for regions
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or provinces. If interviewers are not uniformly well-
trained and supervised, interviewer variance can over-
vwhelm other sources of error in subnational estimates,
even though its effects may be small at the national
level.

The contributions to total error of correlated
response variance may or may not be included in the
usual estimates of sampling variance. Household surveys
generally use multi-stage or clustered samples, hence,
the sampling errors are also "correlated" in the sense
that individuals coming from the same area or cluster
tend to be more alike than do individuals in the popula-
tion at large. Taking several individuals (or households)
from the same cluster reduces the independent information
contained in the sample; in other words, it increases the
sampling veriance. Practical methods of computing
sampling variances are generally based on comparing the
values obtained from different clusters in the sample:
the larger the differences between the clusters, the
higher the sempling error will be. (In addition, of
course, the size of the sampling error depends inversely
on the number of clusters in the sample.) In an analogous
vay, survey workers, say interviewers, impose their own
"clustering" effect on the survey results insofar as errors
in responses of individuels interviewed by the same inter-
viewer tend to become somewhat similar due to the influence
of that particular interviewer. If the survey arrangement
is such that each interviewer is assigned to work in only
one sample cluster, then the effect of interviewers will
be completely confounded with the effect of clustering on
the sampling variance, and usual methods of estimating
sampling variance will automatically include the correlated

interviewer variance. By contrast, if all interviewers
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vorked as a team in each cluster, or if the inter-
viewers' workloads were assigned at random, the usual
estimation of sampling variance would not include the effect
of additionel variability due to the interviewers. The
effect may be partly included with other intermediate arrang~-
ments for assigning workloads to enumerators (see Verma, 1981)
To make separate estimates of interviewer variance
or other types of correlated response variance, it is
necessary to introduce some degree of randomization or
interpenetration of wockloads assigned to the particular
category of survey personnel involved. For example, in
a recent study of interviewer variance in e crime victim-
ization study conducted in 8 cities in the United States,
the design was as follows (Bailey, Moore and Bailar, 1978):
i) +the sample workload in each city was divided into 18
crev-leader assignments, each containing 8 interviewer
assignments from a total of 1hk. Each interviewer assign-
ment consisted of about 80 households; ii) within each
crew-leader area, 4 pairs of interviewer assignments were
formed; iii) interviewers were assigned to interviewer
assignment areas close to their homes; iv) 36 of the T2
assignment pairs were selected at random. Within each of
these 36 pairs, housing units in each assignment were
assigned in an alternating systematiec pattern to the two
interviewers. In other words, the workloads of the two
interviewers assigned to a particular pair of assignments

were interpenetrated.

This design made possible the estimation of the
interviewer variance, following a method proposed by
Fellegi (1974), using deta from both sets of paired in-
terviewer assignments -- those with interpenetration and
those without it.

Randomization of assignments generally increases
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the cost and complexity of survey operations. 1In
practice there are many constraints which limit the
degree to which complete randomization can be effected,
though in multi-stage surveys it is frequently possible
to select two "interpenetrating samples" within each
area and assign them at random to two different inter-
viewers who have been assigned to work in that area.
Fortunately, useful results can be obtained even when
complete randomization is not possible (Kish, 1962).

So far, there have been only a few studies to
obtain separate estimates of interviewer variance and
other components of correlated response variance in
household surveys. More studies are needed; without
adequate information about this important component of
error effective application of the principles of total
survey design is not possible.

Specific measures of correlated response variance

are presented in connexion with the examples which follow.

(v) Examples
Most of the available examples of correlated

response errors in surveys have to do with interviewer
effects. An early example in anecdotal form was given
by Rice (1929). The municipal home for poor people in
New York received many applications asking for shelter
and food. Two interviewers were sent to inquire about
the applicants' situation and ascertain the causes of
their state of misery. One of the interviewers reported
that alcohol was the cause in the large majority of the
cases, while the second interviewer reported that the
capitalist society was the main cause. Subsequently, it
was found that the first interviewer was a prohibitionist,

while the second was a socialist. The findings were thus
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in tune with their respective ideologies, and each saw
in the given situation what he expected to see.

Of course that was an extreme example. Many
studies have shown that responses without larger inter-
viewer effects -- even on attitudinal items, some highly
embiguous and emotionally loaded -- are obtainable in
carefully prepared and executed surveys (see, for example,
Kish, 1962). Nevertheless, the interviewer effect as a
potential source of response error frequently goes un-
recognized. A reinterview study following the U.S. Current
Population Survey indicated that nearly a third of the in-
dividual discrepancies between the original interview and
the reinterview arose from interviewers' errors, and a
majority of these were due to misrecording of answers
(Hansen and Steinberg, 1956). In a comparison of respond-
ents' ages recorded on the questionnaire during the inter-
view with the same information transcribed subsequently
from tepe recording, it was found that in only 72% of the
cases were the results identical (Seltzer, 1973).

Interviewer effects on the variability of survey
results were first studied at the Indian Statisticel Insti-
tute (Mahalenobis, 1946; Sukhatme and Seth, 1952). Soon
afterwards, similar studies were made in Great Britain.
Kemsley (1965) reported finding significant interviewer
effects on response rates in four of six surveys that
he examined. Kemsley also studied how these interviewer
effects were associated with the kinds of data being
collected and the methods of data collection. The re-
sults of this analysis are shown in Table 5.26. Kemsley
used an analysis of variance approach; the F-ratios in
the table were calculated to test, for each item and
collection method, whether the observed interviewer

effects were significant.
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Table 5.26

Distribution of F-ratios by type of data
and collection method in expenditure surveys:
Great Britain

No. of Number of F-ratios

Type of data and items Significant
method of collection Examined < 1.00 2Z2=1.00 at .05 level
Expenditure items

Data taken from res-

pondent records 26 10 16 0

Respondent recall 19 2 17 9
Household characteristics 4k 18 26 9

For the first set of items, data on expenditures were obtained from
records kept by the respondents; the interviewers did not have much
influence on results, and none of the F-ratios was found to be sig-
nificant at the .05 level. 1In the second set, the expenditures were
reported on the basis of recall, and the interviewer effects were
found to be significant for nearly one-half of the variables. The
third set consisted of items not requiring a substantial recall
effort, but even for these the interviewer effects were found to be
significant for several of the variables. A number of other studies
on interviewer effects were made in Great Britain; see, for example,
Gales and Kendall (1957); Gray (1959); Kemsley and Nicholson (1960);
Moser (1951).

To use information on interviewer variances in designing a
household survey, it is not emough Just to know that significant
effects exist for certain items, some estimates of the size of the
interviewer variance for different variables is needed. Table 5.27
shows such estimates, taken from the study by Bailey, Moore and Bailar

(1978), whose design was described earlier.



-162-

Table 5.27
Estimated relvariances for major personal

victimizations: Baltimore, 1975

Estimated Ratio:
vietim- Relvariance of estimate correlated
ization Correlated response to
Kind of vietimization rate Total Sampling response sampling
Total .1087 .1589 .0988 .0601 .61
Assaultive violence,
total .0604 2624 .1609 .1015 .63
with theft .0115 .7531 .6454 L1077 A7
without theft .0L89 .29L40 1912 .1028 .Sk
Personal theft with-
out assault .oLu8L .2216 1711 .0505 .30

The relvariances shown in Table 5.27 are for a design in which the
average interviewer assignment was 80 households. If the same sample
design had been used with fewer interviewers and, therefore, larger
assignments, the contributions of correlated response variance to total
variance would have been larger, and, of course, with more interviewvers
the reverse would have occurred.

To compare interviewer variance effects for different items and
from different surveys (and censuses), it is necessary to have a
measure that is independent of the size of interviewer assignment.
For this purpose, Kish (1962) uses "roh", which is the ratio of the
interviewer variance per element to the total variance per element.
Table 5.28 shows ranges of values of roh compiled by Kish from several
different sources. The values of "a' in the table are the numbers of
interviewers in each study; the larger the number of interviewers, the

more reliable the estimates of roh.
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Teble 5.28

Values of roh for different classes of items

from several investigations of interviewer variance

Source of estimates, class of
item and number of interviewers

Kish (1962)

46 variables®* in first study (e = 20)
48 variebles®* in second study (a = 9)

Percy G. Gray** (1956) (a = 20)

8 "factual" items

Perception of and attitudes about
neighbours' noises

8 items about illnesses

Gales and Kendall** (1957) (a = L48)

Semi-factual and attitudinal
items about TV habits

Hanson and Marks (1958) (a = T05):
date from U.S. 1950 census

31 "Age and sex" items
19 simple items

35 difficult items

11 "not ensvered" items

Range

of roh

0

0.005
0.01

to
to

to

to
to

to

to
to
to
to

0.05

0.005
0.02
0.05
0.07

* Kish states that these variables vwere "mostly attitudinal.

#* Kish states "for these investigations we computed the above
values from the published test statistics and this transla-

tion involves some uncertainties.



-16k-

From this table it can be seen that interviewver
variances tend to be larger for "more difficult" and for
attitudinal items than they are for simple "factual"
items. The last item in Table 5.28 indicates that the
level of item non-response for some items varies substan-
tially from interviewer to interviever. Hanson and Marks
(1958) noted that the larger interviewer effects observed
in the 1950 U.S. Census of Population were for:

"census questions containing one or more of the
following factors -- (a) interviewer 'resist-
ance' to the question, i.e., a tendency on the
part of the interviewer to be hesitant about
making the inquiry and possibly a tendency to
omit or alter the question or assume the answer,
or (b) a relatively high degree of ambiguity,
subjectivity or complexity in the concept or
wording of the inquiry, or (c) the degree to
which additional questioning tends to alter
respondent replies".

As stated earlier, the impact of interviewer variance
depends on the size of interviewer workload. More specific-
ally, the ratio of the total response variance to the simple
(uncorrelated) response variance is given by:

1 + roh (n-1)

vhere n is the average number of units per interviewer assign-
ment. Thus, even for a relatively small value of roh, say
roh = 0.01, the interviewer effect doubles the response
variance for average workloads of 100. For a higher value
of roh, say roh = 0.05, the response variance will be doubled
for workloads of size 20. Clearly, the correlated response
variance associated with interviewers cannot safely be ignored
in the design and evaluation of household surveys.

There have been few, if any studies of correlated res-
ponse variances associated with personnel other than inter-
viewers -- supervisors, coders, etc. —-- in household surveys.

Studies in connexion with the 1960 United States Census of
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Population (U.S. Census Bureau, 1968a, 1972) indicated
that there were significant crew-leader and coder variances
for some items, although most of these were small in com-
parison to the correleted response variances associated

with interviewers.



CHAPTER VI

CONTROL OF NON-SAMPLING ERRORS IN HOUSEHOLD SURVEYS

A. Introduction

The purpose of this chapter is to provide an overall view of
steps that should be taken (or at least considered) at each stage of
a survey in order to control the various types of non-sampling errors
that have been discussed and illustrated in previous chapters. Complete
elimination of non-sampling errors is, of course, an unattainable goal.
"Control" is actually a shorthand expression for identifving various
sources of non-samvling error and taking approrriate steps to minimize
their effects within the context of total survey design. In general,
the steps that are aporonriate are those that are feasible and lead
to the greatest reduction of error -- sampling or non-sampling --
per unit of cost.

Costs of alternative procedures for controllineg non-sampling
errors cannot be ignored. In a health survey, the most accurate
method of collecting information on current health status might be to
hire physicians to conduct a physical examination of each vperson in
the sample, However, even if this were feasible, the cost ver
interview might be so high that only a very small samnle could be
used, leading to unacceptably large sampling errors. Because costs
have to be considered, the emphasis in this chapter will be on design
features and quality control nrocedures whose costs are relatively
low. Nevertheless, higher-cost procedures, such as direct observation,
physical measurements, or record checks should not be ruled out of
consideration. For some kinds of data, the biases associated with
less costly methods may be so large as to make the results of little
or no value.

Measures to control the quality of survey results may be applied
at any of three main stages of a survey:

(i) The design and preparatory stage:

(ii) The execution stage, i.e., the data collection and processing:

(iii) After completion of the main survey onerations.
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The discussion in this chanter will cover the design and preparatory

and data collection stages, following the sequence of survey activities
presented in Chapters IIT through VII, Part Cme, of the revised Handbook
of Household Surveys (United Nations, 1981). It is not the purpose of

this chapter to describe each of these activities in detail: what
is attempted here is to identify the kinds of non-sampnling errors
that may be associated with each survey activity and to sugpest
appropriate methods of controlling them.

One general question that needs to be considered before proceeding
is: who should be responsible for controlling non-sampling errors
in a survey? The general answer is simple: the preferred way of
conducting a survey is to have one merson take full responsibility for
all asvects of the survey. This person -- the survey manager -- should
be resmonsible for the quality of the results.

What can the survey manager do to ensure that proper atten-
tion is given, at all stages of the survey, to the control of non-
sampling errors? One ansvwer is to use this document as a guide to
the many kinds of non-sampling errors that can arise at each stage
and to use this chapter as a guide to procedures that can be used
to control them. To facilitate this, a checklist is provided at the
end of this chapter.

Quality control of survey overations is not likelv to be a
complete success unless the procedures and the need for them are care-
fully explained to survey workers -- interviewers, coders, data entry
clerks and others -- who will be affected by them. Statistical organisa-
tions in different countries have different stvles of management,
ranging from a comvletely top-down anoroach to one of wide vparticipa-
tion in management decisions at all levels. Whatever approach is
used, the menager must make it clear to the staff that both quality
and production matter. Preferably, survey workers should be encouraged
to submit their own ideas on how to imorove the quality of work done.
Those who do the "hands on'" work in the collection and processing of
survey data may often have insights not available to the suvervisory

and professional staff.
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Quality control usually involves "feedback" to interviewers and others
about errors they have made. This should be done in a constructive wey. It
should be pointed out that some errors in large-scale survey operations are
inevitable, and that the purpose of feedback is to eliminate systematic
errors due to misunderstanding of concepts and procedures. Some of these
errors may not be the '"fault" of those who make them; they may have resulted
from a failure in designing the questionnaire or from inadequate training
of field and office staff.

Quality control systems are also likely to be more effective if
positive incentives, in the form of extra remuneration or other recognition,
are established for those who do good work in each survey operation.

This chapter discusses in detail various measures and procedures for
the control of non-sampling errors during specific stages of preparation
and execution ‘0of a survey, from general planning and selection of topics
to be included, to survey design, sampling, qQuestionnaire development and
testing, training, fieldwork and data collection, analysis and reporting.
While these activities are necessary for any survey of high quaelity, their
potential usefulness, and their feasibility within constraints of available
resources, are greatly enhanced when surveys are planned and executed with-
in the framework of an integrated programme. Furthermore, within that frame-
work, there are many things that can be done during and after a particular
survey, which will provide valuable information and experience for use in
designing and implementing subsequent surveys. These considerations relat-
ing to long-range strategies for improving data quality are addressed in
Chepter VII.

In addition to this chapter and the chapters cited from the Handbook

of Household Surveys, a useful reference for survey managers and others

interested in practical techniques for controlling non-sampling errors in
surveys is Manual Series No. 2 of the Laboratories for Population Statistics,
"Operational Control of Sample Surveys", by Simmons (1972). A simple set
of guidelines given in that Manual (page 9) is well worth citing here:

"For any phase of the operation:

(2) Decide what is desired to be accomplished;

(b) Write instructions for doing it;

(e) Do it;

(d) Devise and execute a checking procedure to ensure that
is being done correctly and is completed in accordance
with the instructions.”
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The order of the last two steps may be auestioned: the checking
procedure should normallyv be devised before nerformance of the operation
and its execution will often overlap the performance of the survey
operation that is being checked.

Another useful suggestion by Simmons (1972, ». 1k) was that
"If circumstances permit, the ideal course is to obtain an independent
review of the total plan by one or more competent statisticiamns who
are knowledgeable of the surveyv objectives, but who were not the
responsible original designers.” 1In fact, such reviews could address
the entire surveyv plan prior to its execution, or could address svecific
aspects, such as the sample design, questionnaire, or data nrocessing
plan. For each review, versons with exvertise in the anorovoriate
aspects of survevs should be sought.

Before proceedine to the next section, the reeder may wish to
look at the checklist appearing at the end of this chapnter. The check-
list is an attemot to list, in & convenient form, the more imnortant
questions that need to be considered by survev directors and staff who
have a commitment to getting the best quality results with the resources
available to them.

The questions in the checklist are grouved by 'survey activityv",
roughly following the organization of survey activities used in the

revised Handbook of Household Surveys (United Nations, 1981). For

most of the questions, some major immlications and possible answers
arpear in the '"Remarks"” column of the checklist,

The remeining sections of this chapter discuss the questions
appearing in the chetklist and possible answers to therm in more
detail. They are organized in the same way as the checklist, so that
Section B covers 'General planning', the first mctivity avpnearing on
the checklist, Section C covers ''Determination of tonies and items to
be included”, and so forth.

Two qualifications should be kept in mind in using the checklist.
First, it is not intended to cover all questions that need to be
considered in nlanning and executine a household survev, onlv those

that are believed to be particularly relevant to the control of non-
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sampling errors. For a more general and comprehensive discussion of
each survey activity, the reader should consult the Handbook. Second,
not all household surveys follow exactly the same pattern with respect
to the inclusion and sequencing of the survey activities shown in
this presentation. Therefore, the reader will need to exercise some
Judgment in deciding which of the survey activities and questions
discussed in this chapter are relevant to the particular survey he or

she is working on.

B. General planning

The amount of development work needed in nrevaring for a survey
will depend very much on whether the survey will cover topics or target
populations not nreviouslv investigated by the survev organization.
Much of the work needed to develop reliable survey instruments and
procedures for new topics can be done at a cost which is fairly low
relative to the costs of actual survey overations- however, it may
teke some time to go through successive stages of design, testing and
re-design.

At the very early stages of planning, it is important to decide
vhich of the topics to be covered will require svecial attention
during the preparatoryv phase of the survey. and to identi®y the varticular
problems associated with each of these topics. Por some tovics,
such as expenditures, food consumption and labor force participation,

a key auestion may be the choice of reference period and whether or

not to use a panel approach with bounded recall. For some topics,

such as contraceptive use or financial assets, sensitivity of the items
may be a key issue. For other topies, esnecially subjective ones,

lack of well-defined survey oblectives and concents may be the first
problem requiring attention. For certain topies, such as health
conditions or area and amounts of crops harvested, many resnondents

may be unable to give accurate information and some form of direct
measurement or observation mey be needed. Some topics mey incornorate
more than one of these issues. Whatever the major questions are, a

plan should be laid out for seeking satisfactorv answers to them
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through pilot studies, pre-testing esnd other appropriate means.

Among the sub)ects for which household sample surveys are
potentially suited, there are probably very few that have not already
been included in one or more surveys. For many topics, standaré
concepts and definitions have been established by international and
regional bodies. Many serious errors can be avoided by reviewing
the approaches that other statistical organizations, esvecially those
in similar countries, have used. Obviously, concepts and techniques
used elsewhere should not be adovted without & careful evaluation of
their suitability. Such an evaluation has two parts: a review of
the concepts for compatibility with user requirements, and one or
more field tests to see whether the concepts and techniques are appro-

priate for the survey target population.

C. Selection of topics and items to be included in the survey

The selection of subject matter for & survey is covered in detail
in Chapter III.C, Part One of the Handbook. This section discusses
those aspects of selecting topics and items that have special relevance
to the control of non-sampling errors.

First, the survey planners must ask for each topic and key item:
is it feasible, given our resources, to collect data of sufficiently
high quality on this topic or item? For some items the answer to the
question may be "yes" based on previous experience. Of course, it
is not enough simply to note that data on the same topic have been
collected previously for the same or similar populations; the results
must be evaluated to see if they were acceptable from the point of
view of relevance, timeliness and accuracy.

For some topics or items, the answer may clearly be "no". The
reason for the answer may be that it is well-known that most respon-
dents are either not able or not willing to give the kind of informe-
tion wanted. Thus, it would be clear that few resvondents in a health
survey could describe their illnesses or conditions with sufficient
accuracy to permit these to be classified in detail according to the

International Classification of Diseases. The collection of date on



=172-

financial and other assets (wealth) is known from experience to be
exceptionally difficult, at least in more economically developed
populations, partly because respondents have difficulty in providing
complete and accurate information, and partly because many of them
are reluctant to give such information to survey interviewers.

There are other topics, for example, household expenditures or
food consumption, for which data have been collected successfully in
household surveys, but which are known to require a fairly high
level of sophistication and experience from the design, data collection
and processing staffs of the survey organization. The survey planners
should consider whether their organization is currently qualified to
handle such complex topics, or whether it might be better to start
with something simpler to acquire the necessary experience.

Sometimes the answer to the question of feasibility will be
"maybe" or "don't know”. The provosed tovic may be a new one or at
least new to the target population for the survey. Such tovics
require special attention in the preparatory stage of the survey,
and time mey be needed for several stages of testing of survey instruments
and collection procedures.

A second important question for the survey vlanners is whether
the set of topiecs proposed for the survey are compvatible and, taken
aes a whole, can be treated effectively in a single survey. Subsidiary
questions are:

(i) how long will it teke, on the average, to complete a household
interview covering all of these topics, and what impact may
the length of interview have on non-response and on the
quality of response?

(ii) can the existing interviewing staff (if there is one) do an
acceptable job, given the number and complexity of the topics
to be covered? How much training will be needed?

(iii) is the data processing staff, including especiallv those who
will be responsible for systems design and programming, suf-
ficiently skilled to process the survey results in a timely

menner and to control processing errors at an acceptable level?
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A broad review of survey objJectives against the capabilities of the
survey organization is important. Trying to do too much in one survey
has frequently led to poor results.

The choice of reference dates and periods for the data to be
collected can have a majJor impact on the levels of non-sampling error.
Several examples of recall errors in household surveys were given in
Section C:3 of Chapter V and the subject has been treated at length
by Som (1968). The effects of memory bias vary greatly for different
topics and different target populations. The Indian National Sample
survey, after considerable experimentation, adopted different reference
periods for different subjects (Raoc and Sastri, 1975):

"Demographic particulars and housing conditions, for
example, are collected as on the date of survey, while
data on labour force are obtained with a reference of one
week. For most of the information on consumer exvenditure of
household enterprises, the reference period is one month,
vhile data on vital events, for example, are obtained with
a reference of one year."

Relevant experience ebout recall errors associmted with the proposed
topics and items should be reviewed by the survey planners. If there
are gaps in what is known, some experimentation with varying reference
periods may be needed in the preparatory stage, or may even be built
into the survey itself.

The review may meke it obvious that some of the data requirements
cannot be met with a single retrospective survey conducted during a
short period of time. If the data requirements cannot be changed,
then a different approach may be necessary, such as e panel or longi-
tudinal survey in which the same units are interviewed several times
during the reference period (say & year), or e "continuous" survey in
in which the reference period is divided into several shorter periods,
and different subsamples are interviewed to obtain information covering
each of these shorter periods.

Survey planners should, at an early stage, develop fairly
precise definitions of eech of the key variables. Concepts or variables
such as income, labor-force status, education, household, food consumo-

tion and medical care, to mention only a few, cannot be translated
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into sets of survev auestions unless theyv are defined in considerable
detail. Furthermore, there will be no chance of measuring and con-
trolling non-sempling errors unless the concents are clearly defined.

The initial definitions mav have to be modified later to
take account of practical difficulties encountered in nre-testing,
but they are essential in order to start the develoopment of instruments
and procedures for any'survey. A detailed discussion of the nrocess
of defining the '"variables" for topics to be investigated in a survey is
available in a set of guidelines mnrepared on behalf of the Inter-American
Statistical Institute for use in experimental and pilot survey activities
(Jabine, 1981, Chapter B).

One of the issues that may arise in the selection of survey items
is whether to retain an item in the same form in whieh it was used
in a prior survev or to change it in a way that is expected to reduce
the non-sampling error associated with it. The main argument for
keeping the o0ld item is to maintain the comparability of data over
time, with a subsidiarv argument being that estimates of change are
much less likely than estimates of level to be affected by bias. The
latter argument should not be relied on too heavily. The underlying
conditions in which the surveys are taken may change, and even a
small change in the relative or absolute bias associated with an
estimate of level can lead to serious bias in an estimate of change.

The choice will depend on the survey planners' view of the prospects
for reducing non-sampling error by changing the item: if the prospects
are considered good, the change should be made. If continuity of the
time series data for an item has special importance, a "bridee"
between the o0ld and new items can be established by including both
versions in a few rounds before dropping the old item.

Finaelly, at this stage, it will be useful to do something that is
often left until much later, namely to prepare a rough outline of the
main tabulations that will be made from the survey data. While this
will not necessarily have much effect on non-sampling error in the
narrov sense, it may do much to ensure that relevant results are ob-
tained from the survey. Every draft of the survey questionnaire(s)
should be carefully checked against the table outlines to be sure
that all of the necessary variables can be derived from the questionnaire

items.
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D. Survey design and structure

Chapter III.D, Part One of the Handbook covers several important
aspects of planning a survey, apart from the determination of the subject-
matter. Issues that have special importance for the control of non-
sampling errors are discussed in this section.

The first issues concern the definition of the target popula-
tion: what kinds of units shall be included and which of these units
should be included?

The main kinds of units of observation in household surveys are
persons and households. Other units, such as families, spending units,
consumption units, and holdings or other (household) enterprises may
be used in connection with certain topics. The survey planners should
decide early which particular units of observation will need to be
identified for purposes of tabulation and analysis. These units
should be carefully defined so that operational procedures can be
developed to identify the units of observation that are associated
with the selected sampling units.

International recommendations exist for the definition of house-
holds and other units of observation (see the Handbook, and United
Nations, 1980a). These recommended definitions reflect much practical
experience in censuses and surveys and their use will promote the
comparability of survey data from different countries. However, there
are two other important considerations in deciding what definitions
to use in a particular survey. First, the vrovosed definition must
be one that fits the usual living arrangements of the target povulation
and can readily be applied by survey interviewers. Failure to meet
this requirement can increase coverage and response errors. Second,
the definitions should be consistent with those used in censuses and
other surveys of the same population, so that data from the different
sources can be more readily compared.

Certain pooulation groups are frequentlyv excluded from national
household surveys: these include nomads and others with no fixed
residence, persons in certain types of institutions, end some members

of the armed forces. 1In vart, these grouns are excluded because many
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of the survey items do not apply to them or are not of narticular
interest. The kinds of data needed by vmolicv-makers and other users
for nomads, unassimilated tribes and other special grouns may be
guite different from those needed for the bulk of the ponulation and
may require entirely different survey instruments and procedures.

On the other hand, some povulation groups may be excluded on the
basis of cost, even though it would be considered useful to have the
survey information for those groups. In a formal sense, such exclusions
do not constitute coverage error, provided users are clearly informed
vhich groups have been left out: however, the exclusions can affect
the relevance of the survey results.

The method or methods of data collection chosen for the survey
clearly influence the tyvpes and levels of non-sampling error which
may affect the results, and hence the measures needed to control
non-sampling errors. As stated in chapter I, this document is primarily
about household surveys in which data are collected by face-to-face
interviews. Opportunities to use other methods such as direct obser-
vation or measurement, self-enumeration or televhone interviewing are
rather limited in developing countries as a result of lower literacy
and lack of communication facilities. However, these methods should not
be ruled out automatically. The Fandbook provides the following
discussion of the advantages and disadvantages of alternate methods

1/

of data collection:—

"Direct incerviews

Direct interviews usually achieve higher cooveration and
resnonse rates and more complete and consistent data. In
highly complex fields or involved multisubject undertakings,
there may be no feasible alternative, even where literacy is
high. The disadvantages of direct interviewing are the higher
costs and manpower requirements and the need for extensive
training of field staff and close supervision over the
data collected.

Observation or measurement

Alternative techniques using direct observation and
measurement are sometimes used in complicated surveys.

This disuession is from Chapter IV.C, Part One of the Handbook; however,
the decision on data collection methods has such a larre effect on
subsequent stages of develoopment that it seemed avppronriate to place

it before the discussion of sample design and selection.
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An example of observation is a food consumntion survey

where the interviewer visits every day and records consumption
on the basis of questioning the resmondent and observing

what food has been prepared. An even more intensive

approach is where the interviewer actually measures or

weighs the ingredients that po into food nrevaration. Another
example of measurement is where survey respondents are
examined by health practitioners in the course of a health-
related survey.

These intensive techniques are aimed at providing more
reliable data than are obtainable througsh more conventional
approaches. These kinds of efforts are usually exceptionally
costly and often require highly trained nersonnel, so that
sample sizes are likely to be small. Also, close scrutiny
of this kind can influence the behaviour of respondents and
result in atymical findings.

Self-enumeration

One alternative in more developed countries Aand in the more
literate ponulations of developing nations is self-enumeration,
that is, completion of survey questionnaires by the resnondents
themselves. The questionnaires can be distributed by mail or
picked up by field agents. Generally, it is advisable to
restrict the length of self-enumeration auestionnaires in order
to avoid confusion and reduce non-resnmonse. However, some
rather burdensome tasks are sometimes attempted in this way,
such as by asking persons to maintain diaries for days or
even weeks on such topies as consumption exnenditures and use
of time. In these more complex applications, it is usually
advisable to provide for personal pickup and on-the-spot
review of the comnleted forms by field agents.

The advantages of self-enumeration generally include smaller
field costs and lower personnel requirements. Also, in theory
at least, there is the opportunity for the various family
members to consult each other in providing the information. To
the extent that this is done, the survey data can be more
accurate than where a single respondent revports for the
entire household, as is often the case in interview survevs.

Disadvantages include likely lower co-overation and completion
rates and less consistent responses. Where these problems are
great, a significant follow-up effort by personal visits or
telephone may be required to salvage the information. Also,
as indicated, the scove of the survey must usually be limited with
gelf-enumeration, and the volume of editing and coding at
the data processing stage is usually greater than for other
data collection methods.

Different methods of data collection are not necessarily mutually
exclusive: direct observation or measurement and self-enumeration,

including the keeping of diaries by respondents, can sometimes be used
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in conjunction with personal interviewing to enhance the auality of

the information obtained or to collect more detailed data. Insofar as
alternatives to direct interviewing are more exmensive or taxing, they
may be confined to a subsamnle, emnloying two-vhase sampling and

ratio or regression estimates. The usefulness of these anproaches
depends upon the tvpe of sublect matter and circumstances, as well as
on the survey objectives. For example, while accurate data on ohysical
disability may require intensive investigations by medically qualified
field staff, anproximate and more extensive methods using lay-inter-
viewers may meet the initial data requirements of develoning countries
which have little prior information on the incidence and distribution of
physical disability in the population (UNICEF, 1980).

Returning to the assumption that direct interviewing will be the
primary data collection method, careful attention must be given to the
scheduling and timing of the field onerations and the availability of
field staff to carry out those operations. Some considerations that
relate directlvy to non-sampling error are as follows:

(i) To avoid large interviewer variance effects, there should
be some minimum number (perhaps 10) of interviewers working
in each area for which senarate survey estimates are nlanned.

(ii) Use of a full-time or vermanent nart-time field staff is
preferable to use of interviewers recruited on an ad hoc
basis for each survey.

(iii) If an ad hoc staff is to be used, this may require scheduling
the data collection at certain times of year, e.g. during
school vacations when teachers and senior students are
available.

(iv) Access to some geographic areas or vpopulation sub-groups may
be difficult at certain times of vear due to flooding,
extreme heat or cold, etc.

(v) If there is a fixed reference neriod (see Chanter V, Part C.3),
the survey pneriod should be kert short to avoid recall errors.
The importance of this consideration depends of course on

the particular tonies to be covered.
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(vi) On the other hand, a longer survey period provides a greater
opportunity to control interviewer error through appropriate
supervision and quality control techniques. One way to accom-
plish this without increasing recall error is to use a rolling
reference period, provided this is not in conflict with the
survey data requirements.

Final decisions on these questions clearly depend on many factors,
most of which are specific to the particular setting in which the survey
is to be conducted. In accord with the principles of total survey design,
the effects of slternate approaches on sampling errors and costs, as well

as on non-sampling errors, must be taken into account in reaching decisions.

E. Sample design and selection

The primary concern in developing a sample design is efficiency with
respect to the control of sampling errors. However, the choice among broad
classes of designs, especially the mix of area and list sampling at various
stages of selection, also has important implications for non-sampling error,
particularly coverege error. Furthermore, the execution of the design --
the selection of sample units at each stage -- offers many chances for the
introduction of significant bias. Control measures to avoid such biases
are necessary.

The nature and control of coverage errors from many of these sources
was discussed at length in Chapter III. A recapitulation is included here

for the sake of completeness and convenience.

1. Use of interpenetrating samples.

One sample design option that has proved useful for many purposes is
the use of interpenetrating or replicated samples, which was introduced by
Mahalanobis (1946). The general idea is to use a design in which the total
sample consists of several sub-samples, each of which is a separate pro-
bability sample of the target population, and can therefore be used to pro-
duce separate estimates of totals, means and other statistics. The sub-
samples may or may not be selected independently. Separate samples can

be selected at any stage of selection. At the one extreme would be a
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design in which two primary sampling units were selected independently
from each stratum. At the other extreme, the sample households in each
ultimate cluster could be allocated to two or more sub-samples by a ran-
dom or systematic process. The choice depends on the purposes for which
the sub-samples are to be used.

Interpenetrating or replicated sub-samples are used for many differ-
ent purposes including: variance estimation, to allow for partial sample
rotation in panel surveys, as a basis for variations in content, to provide
flexibility in final determination of sample size, and to permit "built-in"
tests of alternate collection methods. Except for the last of these,
these uses have relatively little to do with control of non-sampling error.

However, the method can also be used in various ways to control non-
sampling errors. Some examples are:

(i) If the assignments of two or more interviewers within

primary sampling units are randomized, it will be possible
to make more meaningful comparisons of measures of inter-
viewer performance such as completion rates (a measure of
non-response), production rates, and error rates based on
reviews of completed questionnaires.

(ii) If sub-samples of primary sampling units have been selected,

it will normally be possible, using census data which are
available by PSU, to make separate estimates of census
totals or means from each sub-sample. If there have been
any gross errors in the selection process, comparison of
the sub-sample estimates may expose these.

Because of their potential value for these and other purposes, the
option to use some form of interpenetrating or replicated samples should

be considered very early in the development of the sample design.

2. Development and use of area frames.

Commonly, political subdivisions such as regions, provinces, dis-
tricts, cities and metropolitan areas are used in forming primary sampling
units and in grouping the primary units to form strata. The smaller of
these units may also be used for sampling within primary sampling units.

If the area definitions of these units are clear and remain stadle over
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time, their use for these purposes should be straightforward.

In some countries, however, there are fairly frequent changes, es-
pecially in the smaller units. New units are created, sometimes by split-
ting existing units into two or more parts, and sometimes by more com-
plicated processes of splitting and recombination. 1In addition, bound-
aries of existing units may be altered without creation of any new units.
An illustration of how these changes can affect the number of units at

various levels is given for Thailand in Table 7.1 (Skunasinghe and Jabine,

1981).

Table 7.1 Administrative subdivisions of Thailand

by tvme: 1970, 1980 and 1981

Type of unit Number of Units ﬁ Percent increase
1970 | 1980 1981 Aﬁ 1972-1980 1980-1981
Province 71 72 72 ﬁ 1.4 0.0
District 580 698 709 L 20.3 1.6
First-class 540 621 621 n 15.0 0.0
Second-class 4o 77 88 ﬁ 92.5 14.3
Subdistrict 5,134 | 5,930| 6,080 ﬁ 15.5 2.5
Village 45,538 [ 53,387 [ 54,05 | 17.2 1.9
Municipal area 120 118 122 f -1.7 3.4
Sanitary district 641 709 714 ﬁ 10.6 0.7
n
u

For any survey, but especially in countries where the political sub-
divisions are less stable, it is essential to verify that the names and
geographic definitions of the political subdivisions that will be used in
the sample design and selection Process are up-to-date and accurate. Some-
times checks with local officials mey be needed to determine the current
situation; up-to-date information on the smaller units may not always be

available from a central location.
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For sampling within primary units, difficult decisions must often
be made. Smeller political subdivisions may be less well-defined: on
the other hand, maps available for the creation of other secondary area
sampling units may not have adequate detail to provide easily identi-
fiable boundaries for units of the size needed for the survey. Natur-
ally, any maps and other materials from a recent census should be
evaluated for possible use. Another important consideration is whether
residents of an area can accurately identify the political subdivision
in which they reside, if that is to be the basis for their inclusion in
or exclusion from the sample.

The survey designers must weigh these factors, decide which
general approach is likely to work best, and then do their best to con-
trol errors in the execution of the design. This means, in particular,
careful attention to field operations for mapping and/or listing and to
relevant office procedures, including:

(i) Emphasis of techniques to minimize coverage errors in

written instructions and training for these operations.

(ii) Systems for reviewing and evaluating completed work, at
least on a sample basis.

(iii) Using unbiased selection procedures at all stages. It is
not, in general, unbiased to select a sample of area units
and then revise the boundaries of those units to make them
more readily identifiable. Any such revisions should be
carried out prior to selection, for all potential sample
units located within the next higher stage sample units

from which they are to be selected.

3. Development and use of list frames.

The use of unmapped political units such as villages as sampling
units should be avoided unless there is no alternative. It is usually
difficult to obtain a fully up-to-date list, and the possibilities for
coverage errors are much greater than when well-defined area units are
used.

A more desirable approach is to use area sampling units of the

smallest size feasible, and then to proceed with listing of households
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within the selected area units and, if necessary, sampling of households
from the listings. To minimize coverage error, the selection and inter-
viewing of semple households should be done soon after the listing. The
same considerations suggest that census listings should not be used
directly as a sampling frame except for surveys taken very soon -- say,
not more than six months -- after the census enumeration.

As mentioned in connexion with area frames, the level of coverage
error is highly dependent on the quality of the listing operation, so that
the development of instructions, training and quality control procedures
must be done carefully. One effective method of control that is often
possible is to compare household and/or population counts for each area
listed with corresponding counts from the most recent census. While
precise agreement is not expected, large differences should be investigated
and will often turn out to be due to confusion about erea boundaries or
simply to careless work. If census counts are not available at the lowest
level of areas listed, counts from the listings can be inflated to give
estimates at a higher level, say, for each primary sampling unit or

stratum, and the comparisons made at that level.

L, Choice of ultimate sampling units: rules of association.

The ultimete sampling units for household surveys are usually either
housing units or households. Since households are likely to be used also

as units of observation, it will normally be more efficient from the sam-

pling point of view to use them as the ultimate sampling unit. However,

as described in the Handbook (Part One, p. 37), non-sampling error con-
siderations suggest that there are significant advantages in using the
housing unit as the ultimate sampling unit.

In either case, clear-cut rules of association must be established

to link units of observation to the ultimate sampling units. Although
other possibilities exist, errors of application will probably be minimized
by using rules which uniquely link every unit of observation with one and
only one wltimate sampling unit.

In associating persons with households, a choice must be made bet-

ween a de jure (usual residence) rule and a de facto (current location)
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rule., The choice should take into account potentiel effects on the level
of coverage error. Once & rule is chosen, interviewers must be trained
in its application, and the survey questionnaire used to list household
members should include suitable questions to identify all persons who
should be associated with the household and to exclude all others.

If the survey is to cover agricultural holdings or other kinds of
household enterprises, association rules will also be needed to link these

units of observation with households.

5. Centralized vs. decentralized sample selection.

When possible, it is preferable for all stages of sample selection
to be carried out at a central location, under close supervision of the
staff directly responsible for the sampling procedures. Sampling in
field offices or at interviewing sites leaves many opportunities for
bias, intentional or otherwise. Selection procedures carried out cen-
trally can be immediately checked and any errors corrected. On the other
hand, if sampling is carried out incorrectly in the field, errors will pro-
bably not be detected until most of the interviewing has been completed,
and it will be difficult or perhaps iﬁpossible to meke corrections.

Nevertheless, there are often situations where considerations of
cost and timing require some decentralization of sample selection pro-
cedures, for example, the selection of sample housing units or households
from listings. When this is done, the following precautions should be
observed:-

(i) The procedure should be made as simple as possible.

(i1) Suitable forms and instructions should be provided.

(iii) 1If possible, the selection should be made by someone

other than the interviewer to whom the selected units
will be assigned.

(iv) All documentation of the sample selection process should

be retained and reviewed by the central staff as soon as
possible.

In some circumstances, in spite of the potential bias, there may

be substantial savings in cost and time from a design in which the same
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individual does the listing, sample selection, and interviewing in a
single visit to the listing unit. This would be especially advantageous
for listing units in remote locations and in sparsely populated areas,
where the associated travel costs are large. It is recommended, however,
that this approach not be adopted operationally unless it has been care-
fully tested and evaluated, and that it be used only where highly quali-
fied field staff are available.

Whether sampling is centralized or decentralized, full documenta-
tion of the sample selection at all stages is essential. The sample
selection procedures and worksheets should be carefully preserved. Be-
sides providing a basis for review of the selection, they will be needed
later on in connexion with the derivation of sample estimates and estimates
of sampling errors from the survey data, and will be useful for special
studies of the components of sampling error. In addition, they may be

needed for sample selection in subsequent surveys.

6. Checking the results of sample selection.

Sample selection operations at each stage should be fully verified
immediately, to avoid errors which .can be extremely damaging if not dis-
covered until after the completion of field work. One form of verifica-
+ion is simply to repeat the selection procedure. If possible, this

should be done independently (using, of course, the identical frames,

and the same random starts and sampling intervels) and the resulting
selection compared with the original.

A rough check can be made by estimating in advance the number of
units to be selected, broken down by region, stratum, or other categories,
and comparing these estimates with the counts of units actually selected.
This sort of check will probably detect failure to process some significant
part of the sampling frame.

Where the sampling units in the frame have associated information
which is not used directly to determine their selection probabilities,
this information can be used in another kind of check. Values for the
units selected are weighted appropriately to produce estimates of popula-

tion totals, and these are compared with the known population totals.
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Differences that exceed what might be expected as a result of sampling
error indicate probable errors in the selection process or in the design
itself. This technique can be applied at various levels of selection.
.For example, suppose that households are listed and sempled with equal
probability, and that a count of persons is obtained for each household
listed. The mean number of persons per household for the selected units
can be compared with the mean for all households listed to determine
whether the selection may have been biased in favor of large or small
households.

A useful discussion of these kinds of sample checks is given by

Simmons (1972, pp. 21-22).

T. Re-use of sample units.

Considerations of sampling efficiency often lead to the use of
designs with complete or partial sample overlap in successive surveys.
The advantages of sample overlap are indisputable, especially when the
measurement of change is a major survey objective. However, it should
not be overlooked that certain kinds of non-sampling error may be asso-
ciated with repeated use of the same sample units. Some of the ways in
vhich this can occur are:

(i) If a fixed sample of primary units is retained for a

long period, it may become unrepresentative, possibly
as a result of deliberate efforts by the government to
allocate its resources for various economic and social
programmes disproportionately into the sample areas.

(ii) Where a listing and sub-sampling approach is used, cover-
age bias will be introduced unless the listings are fre-
quently updated.

{(iii) Where the same households are interviewed in more than
one survey, ''panel bias effects'", as described in Chapter
V Section C.4, may be introduced. The most obvious mani-
festation would be a gradually increasing refusal rate
in successive rounds of interviews. To limit this effect,

the burden on respondents, as measured by the number,



-187-

length and frequency of successive interviews, should be kept at a level
which does not produce a significant increase in non-response. There are
also many other potential panel bias effects, and these may be more diffi-
cult to identify and control. Where a partially rotating design is used,
comparison of estimates from different sub-samples (rotation groups) will

provide some indication of the extent of the problem for key survey items.

F. Two strategic decisions on data collection procedures

Two important decisions about data collection procedures are likely
to have a major impact on both the cost of the survey and the level of

non-sempling errors: the respondent rules and the follow-up rules. Res-

pondent rules specify which members of sample households are acceptable

or preferred respondents; follow-up rules specify the number and timing of
call-backs and other efforts to obtain a completed interview or at least
partiael information for each household. The two decisions are, of course,
interrelated. A stringent respondent rule (for example, to interview each
adult member of the household separately) will mean that, on the average,
more call-backs will be needed to complete the interviews. A common prac-
tice is to relax the respondent rules (for example, to permit the use of
proxy respondents) after one or more visits to a sample household.

Survey planners should make conscious decisions on what rules are
most appropriate in a particular survey, and should emphasize observance
of the adopted rules in instruction manuals, in training sessions and in
supervigion of the field work. If this is not done, field staff are likely
to take the easiest way out, and the quality of the results will be ad-
versely affected.

These two aspects of data collection procedures will now be dis-

cussed in more detail:

1. Respondent rules.

The selection of respondents for household interviews is a matter

of considerable importance. Uninformed respondents can be a source of
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serious response errors; at the same time, flexibility in the
choice of respondent can result in considerable savings in
cost, since fewer cell-becks will be needed. Much depends
upon the kinds of questions to be asked, the type of survey,
and the conditions under which it is conducted. In many so-
cieties, for example, experience has shown thaet information

on income and economic activity can best be provided by the
male head of the household, while information on family com-
position and certain consumption items, such as food, may be
best provided by the female head. In surveys that include
questions about individual household members, the issue arises
as to whether one person can be interviewed to obtein the in-
formation for an entire household (proxy interviewing), or
whether each adult member should be interviewed. Alternatively,
the information may be obtained from any suiteble adult, but
seeking as far es possible the participation of other members
who may be present at the time of the interviewer's visit
(see, for example, Scott and Singh, 1980). When detailed
individual dete are needed, and especially when ettitudinal
or sensitive questions are included, there can be little doubt
that each household member concerned should be interviewed,
preferably in private.

Empirical research is needed to determine the relative
costs and advantages of various choices. Hansen and Waksberg
(1970), in reporting on the results of some methodological
experiments connected with labour force surveys in the United
States, reported that:

"Erroneous reporting by non-self-respondents
tends to result in fairly serious errors of the
more volatile labour force categories such as un-
employed or part-time workers. The effects on more
stable labour force items, however, are fairly
small. For example, full-time workers are subject
to a reporting error of only about 1 per cent."
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The authors also discuss the effects of obtaining information
on other topics from proxy respondents:

"For other subjects, however, we have found a
marked deterioration in reporting when a self-
respondent is not used. Health conditions and dis-
ability appear to be particularly affected. A re-
cent analysis of a report on the extent of cigarette
smoking also showed sharp differences in quality.

We know of no guides to determining rules for select-
ing the proper respondent that are generally applic-
able and will produce efficient procedures under a
wide variety of circumstances."

Other results from empirical research comparing self and proxy
responses in surveys were given in Chapter V, Section C.5.

If reasonable efforts to interview one or more household
members are unsuccessful, it may sometimes be possible and
desirable to obtain partial information from neighbours or other
local sources. This should not be attempted, however, for sub-

Jective or sensitive items.

2. Follow-up rules.

Follow-up rules determine the amount and kinds of effort
that interviewers shall make to obtain completed interviews for
sample households, subj)ect to the prescribed respondent rules.
They should cover such matters as:

(i) The conditions under which attempts to interview
should be terminated, regardless of the number of
visits alreedy made, for example, in the case of
refusals. An alternative to termination is to
send a supervisor or especially skilled inter-
viewer to try to '"convert" the refusal to an

interview.
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(ii) The number of visits to make to a household
before i) relaxing the respondent rules, or
ii) abandoning the attempt to complete an
interview for that household.

(iii) The timing of initial visits and subsequent
visits to sample households. For some
households, if all visits are made during
normal working hours, there will be little
to gain from call-backs after the first
visit.

(iv) Variations in rules for different kinds of
areas. The cost of call-backs is likely to
be much higher in sparsely settled areas and
it may not be cost-effective to require
several call-backs in such areas.

(v) In situations where each call-back requires
travel to and from a cluster of sample house-
holds, the rules might take into account the
number of households in the cluster for which
interviews have not yet been completed, as
well as the number of visits already made.

For example, work in a cluster might be

terminated i) after four call-backs, or

ii) after interviews have been completed for

90 per cent or more of the sample households.

There is no simple formule for deciding precisely what

rules to adopt. The survey planners should consider the ex-
tent to which key data items may be correlated with the number
and timing of caell-backs needed. Typically, the households
more difficult to contact are those which are small, have no
young children or elderly persons, and ere located in urban

areas. Clearly, data on family composition and labour force
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are likely to be biased if such households are significantly under-
represented among the completed interviews.

The costs associated with alternative follow-up and respondent
rules depend very much on the target population and the environment
in which the survey is to be conducted. If adequate data on costs
are not at hand from previous surveys, they should be obtained from

at least one pretest, as discussed further in Section H of this chepter.

G. Development of guestionnaires

Anyone who has done much survey work can cite "horror stories™ of
errors induced by faulty questionnaire design. Many of these disasters
could have been avoided if more careful attention had been given to ques-
tionnaire development, including appropriate interaction with both data
users and potential respondents.

The content of questionnaires is determined by survev data objectives:
however, an adequate translation of the latter into the former is a
highly demanding task. One of the most difficult problems in survey
preparation is the translation of complex ideas and concepts into
usable questions. The variables to be measured by the survey have to
be transformed into operational concepts and expressed in the form of a
logical series of questions which the interviewer can ask and the res-
pondent can comprehend and answer. The structure and format of the
questionnaire must facilitate the work of interviewers in asking questions
and recording responses, and the work of coders and date entry clerks during
the processing stage.

Questionnaire design is discussed in Part One, Chapter IV.C of the
Handbook. There are several useful texts available. The Art of Asking
Questions by Payne (1951) is a classic:; it is concerned mostly with the

development of individual questions, esvecially those dealing with
attitudes, knowledge and beliefs. Other useful references dre Bradburn
and Sudman (1980), Hoinville et al (1979, Chavter 3), Lininger and Warwick
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(1975, Chapter 6), Moser and Kalton (1978, 2nd edition, Chapter 13),
Sirken (1972), U.S. Bureau of the Census (1979, Part 7-B), and
Zarkovich (1966, Chapter 5.3). These authorities are not always in
full agreement about particular points; nevertheless, several useful
guidelines have emerged and there has by now been enough methodological
research to provide experimental support for many of them.

This section lists and discusses those aspects of questionnaire
development that are considered to be most directly relevant to the

control of non-sampling errors.

1. Qualitative design work.

Assuming that the data requirements for a survey have been
reasonably well specified, the first question is whether enough is
known about the topics to be covered to start drafting one or more
structured questionnaires. If the same topics have been covered in
previous surveys of the same population, the answer could be "yes",
but if this is not the case, some gqualitative design studies should
be undertaken first. The primary techniques used are group dis-
cussions (sometimes called "focus group interviews") and in-depth
individuel interviews. These techniques have extremely valuable
functions for identifying relevant types of behaviour, attitudes
and issues, and developing a better understanding of the framework
in which potential respondents think and talk about these matters.
The knowledge obtained makes it possible to design a questionnaire
that "... avoids forcing respondents' views into a false or irre-
levant structure". (Hoinville et al, 1979).

Whether individual or group interviews are used, the in-
terviewer/moderator will have a list of topics based on the
survey data requirements, and will ask whatever questions are
needed to obtain the desired information, without restrictions
as to the order, number and wording of questions. In group in-
terviews, a few introductory questions by the moderator will

often generate a spontaneous discussion that covers most of
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the topics on the 1list. Respondents or narticinants may intro-
duce new related tonies and such discussion should be encour-
aged as long as it is relevant to the survey oblectives:

however, the interviewer or moderator must be sure that all

of the listed topics are covered eventually. Obviously,

certain skills are required of interviewers and group moderators,
and these can be developed only with practice.

To-date, relstively few government statistical organizations
have made use of these techniques: however, their value as a first
stage in questionnaire development is becoming better recognized.
At a relatively low cost, they make it nossible to identify
and resolve many problems that would otherwise surface only
during the survey data collection nhase or even later.

Fuller descriotions of aualitative desipn methods for
surveys are given by Hoinville et al (1979, Chanter 2) and
Jabine (1981).

2. Number of questionnaires needed.

There are many reasons-why it might be necessary to use more
than one questionnaire in a particular household survey. Some
of these are:

(i) Versions of the same basic questionnaire for differ-

ent language groups.

(ii) Questionnaires for successive rounds of a multi-
round survey.

(iii) Separate questionnaires for agricultural holdings
or other enterprises associated with households.

(iv) Special questionnaires for "rare events', such as
births and deaths occurring during a short reference
period.

(v) Separate versions for areas for which the data re-
quirements are different, for example, urban and
rural areas.

Sooner or later in the development work these needs should be-
come obvious; however, it will be better to ask the question
early, so that development of the necessary versions can pro-

ceed in an orderly way.
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In general, it can be exvected that the use of questionnaires
tailored to specific needs of respondent grouns will reduce
the level of non-sampling errors. Additional design and
printing costs, as well as more complex processing reaquirements,
must be weighed against any such benefits. Where data for
individual households are to be recorded on more than one form
and then linked at the processing stage, a careful system of
identification and controls will be needed.

The difficulties of constructing equivalent versions of a
questionnaire in more than one language should not be under-
estimated. DNifferent language groups usually have different
cultural ratterns. As nointed out by Lininger and Warwick
(1975), there are:

"...four interlocking asvects of eauivalence in
questionnaire design: 1) comparability in the salience
and meaning of the concents, 2) functional equivalence
in overational definitions, 3) linguistic equivalence
through translation, and 4) comparability in the
responses."

For multi-language questionnaires, several snecial techniques,
including back translation, groun interviews and interviews
with random nrobes, may be needed to sunplement more traditional

methods of pretesting for each version.

3. Questionnaires vs. schedules.

A matter of considerable controversy among survey practitioners
is whether to use verbatim questions which are supposed to be asked
exactly as written (the '"questionnaire approach'"); or merely to
list the items of information needed (the "schedule approach").

The argument in favour of verbatim questioning is that it struc-
tures the interview and reduces variability between interviewers

in the way in which they put questions to respondents. This can be
especially important where responses depend critically on the

exact wording of the question asked. On the other hand, the

simple listing of items saves space, and aellows flexibility to

the interviewer to "size up the situation and ask the guestions
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in a form that is most understandable to varticular respondents...
The need for flexibility mey be esmecially great when transla-
tion into local dialects is necessary" (United Nations, 1981).
The imnortant thing is not to be dogmatiec about one aoproach

or the other. The approoriate approach will denend unon the
context. TFor meny straightforward factual items, the differences
may be merely formal, and the simovler and briefer the aquestion,
the better it is. Second, merely writing down a detailed
question is no guarantee that its meaning will be aonreciated by
the interviewer or the respondent. The basic issue is that of
communication, as noted by Mauldin and Marks (1950):

"In these communication links (between the resvondent
and the interviewer), the literal meaning of a statement
or question is less imnortant than the particular meaning
attached to the statement or auestion bv the respondent
and interviewer. 1In particular, the cultural context
of a question is extremely important. This noint is
illustrated by the question on school attainment.

The question in the form: 'What is the highest grade

of school you have completed?', interpreted literally
should offer no difficulty for the vast malority of
people in ansvwering it correctly. However, many vpeople
hear the term 'highest grade of school' and immediately
think in terms of the highest grade of school they 'went
to'. Some peovle don't even hear the finel word in the
question, that is, the word 'completed'. We could obtain
answers to the above question and then say, 'Did you
complete that grade?', and a substantial number would
answver 'No'. One's conceptual svan is quite limited -
even under ideal conditions this is true, but under con-
ditions of the normal survey, respondents do not always
devote their undivided attention to the interview. The
question we have just quoted demands that the resmondent
focus on both highest grade and completed. This may be
conceived of as a subtle form of the 'double barrelled’
question. We have deemed the problem in connection with
highest grade of school completed to be sufficiently
serious to warrant two questions instead of one. So,

we now ask, 'What is the highest grade of school you have
attended?' Then, the respondent is asked, 'Did you
finish this grade?' This eliminates nart of the response
bias for this particular item."

Hence, the issue in the above example is not between the

questionnaire version "What is the highest grade of school you
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completed?"” or the schedule version "Highest Grade Commleted’
rather the issue is whether better information can be obtained
by asking two sevarate questions, in whichever form.

It might be argued that the schedule approach requires
more highly trained interviewers, because they must understand
each concept well enough to devise appropriate auestions for
every situation. However, some reflection will make it clear
that interviewers using questionnaires require the same kind
of training, because the structured questions will not always
elicit acceptable responses and interviewers will have to frame
suitable followup questions (probes).

There has been little, if any, research to directly compare
these two approaches; for the time being, the choice must be
based on the questionnaire (or schedule) desigmer's Judgment
as to which is better suited for the particular survey. It
ig, of course, possible to use the questionnaire avpnroach for
some items and the schedule approach for others. It would prob-
ably not be anpronriate to use the schedule approach for items
concerning attitudes, nercentions, or beliefs, since responses
to these items are especially sensitive to nrecise auestion
wvording, and usually cannot be tested arainst any external

standard.

4. Accommodation to data processing requirements.

Once a rough draft of the questionnaire is availaeble, the de-
signers should meet with the data processing staff to discuss how
the completed questionnaires will be processed, and the implications
of the selected processing methods for the design of the question-
naire. Appropriate provisions must be made for any codes that will
be entered manuelly on the questionnaire. The format of the
questionnaire should facilitate transference of information from
it whether this is to be done by manual transeription or by data-
keying direct from the questionnaire. Precoding of response
categories is helpful in eliminating many errors that might occur

if the codes had to be entered manuaelly by interviewers or coding
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clerks. The arrangement of items on the questionnaire should
meke it easy for transcribers or data entry clerks to proceed
from one item to the next.

Once the contents of the survey have been determined, the
date processing experts should be fully involved along with the
subjJect matter specialists in the design of questionnaires so
as to ensure their processibility. While the guiding principle
in the design of questionnaires has to be the collection of
most accurate data possible, the requirements and convenience
of processing must also be given their due importance. Of
course, in the case of serious conflict between data collection
and date processing requirements, priority should be given to
the former; it should however, be appreciated that there are
forms of questionnaire design and coding schemes that lead to
simplification of the data processing task without adversely
affecting the field work. In fact, a well-designed question-
naire layout can assist both the operations.

A detailed discussion of the advantages and disadvantages
of different formats for data processing can be found in the
companion NHSCP document "Survey Data Processing: A Review

Issues and Procedures" (United Nations, 1982; especially Ch. 2).

5. Review of draft questionnaires.

Every draft of a questionnaire should be carefully reviewed
by the designers themselves and by others, preferably including
qualified experts from outside the survey organization. SubJect
matter specialists will review the questions to make sure that
they are appropriate for the survey datae requirements. In addi-
tion, technical features of the questionnaire should be reviewed
to spot common faults that are likely to lead to various kinds

of non-sampling errors. Important features to check are:
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(a) The identification of "cover" section of the gquestionnaire.

(v)

(c)

Does it include items needed.

(i) To locate the unit and the initiel respondent
for follow-up or evaluation interviews?

(i1) To assign geographic codes?

(iii) To assign appropriate weights for tabulation and
variance estimation?

(iv) To uniquely identify each assigned unit of observa-
tion for purposes of control and cross-reference to
other forms used in surveys?

(v) To describe the data collection effort (e.g., number
and timing of call-backs) and outcome (completed
interview or incomplete, with reason) for each unit?

(vi) To control the quality of work done by individual

interviewvers and data processing clerks?

The manner in which different items are grouped. Items

that apply only to selected sub-groups, for example,
women of child-bearing age should usually be combined
in one section or module. All items on a particular
topic, such as education or labour force participation

should usually appear together.

Transitions from one section or module to the next. If

the questionnaire approach is used, appropriate transition
statements should appear on the questionnaire whenever
there is a significant change from one topic or frame of
reference to another. This is very important when

changing reference periods, for example, when switching
from questions about purchases in the past week to purchases

in the past month.
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Skip instructions. The order of questioning for a person

or other unit of observation is often contingent on
responses to varticular questions. Instructions for
skipping or answering varticular questions should usually
be placed immediately following the responses on which
they depend. Complex skip patternms should be avoided.
Instrucﬁions may be verbal or in another form, such as
arrows to the next item, but should be easy for the inter-
viewver to follow. Instructions that require turning

back to check answers on an earlier page of a questionnaire
should be avoided. Making a flow chart of the question-
naire, as described by Sirken (1972), is an excellent
method of insuring that p;oper instructions are vnrovided,

and may suggest ways of simplifying skin patterms.

Provisions for recording answers. There are many different

vays of recording answers for fixed response categories:
check boxes, circling codes or resvponses, entering numer-
ical or alphabetic codes, entering checks or X's in a
column corresponding to the category, ete. There is not
much experimental evidence on which to base choices

among these methods (for an exception, see Wright, 1980):
hovever, for reasons given earlier, systems requiring
coding by interviewers are not recommended. Insofar as
vossible, the same system should be used throughout the
questionnaire. Where similar response categories

appear in different items (for examnle, "yes" and "no"),
they should be in the same order and, if precoded, have
the same codes. Where open-end responses are required,
adequate space should be allowed for the maximum length
of response expected. Where amounts are required, the
units to be used should be clearly indicated, for
example, hectares, thousands of dollars, days, etec.

If more than one type of unit can be used to report an item,
there should be a separate space (or possibly a set of

check boxes) to record the units used.
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Provisions for distinguishing answers of "zero'" or '"none"

from non-response. Where entries of amounts are called for,

the recording format should make it possible to distin-
guish answers of zero or none from cases where the item
vas overlooked or not answered for some other reason.
The illustration in Figure 7.1 is taken from the U.S.

Bureau of the Census (1979).

Figure 7.1 -- Two methods of
asking for amounts

Last month, how much income did
you receive from -- ’

(a) wages or salary?

(b) pensions or annuities?

(¢) unemployment insurance?

Method A

1)

Last month, did you have any
income from --

(a) wages or salary?

[ ves
[ no

(v) pensions or annuities?

[ ves
[1] no
(¢) unemployment insurance?
(] ves
[] no

(It yes) How much?

(a)

(v)

(e)

Method B
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Method B is likely to produce more accurate data, as
it requires the interviewer to meke a svecific entry

for each item.

Provisions for coding and data entry. These were dis-

cussed earlier. CQuestionnaire drafts should be reviewed
by the data processing staff to determine whether their
requirements have been met, to the extent they are not

in eonflict with other relevant considerations.

Clarity of questions. Individusl questions should be

reviewed for elarity and lack of ambiguity. Instead of
asking "How 0ld are you?", it is better to ask "Fow o0ld
were you at your last birthday?" or "What is the date of
your birth?" (less precise questions mav be used for
respondents who are not able to answer exactly.) Most
questions about events in the nast should have svecific
reference periods, suech as 'last vear, that is, in 1981...
"in the past seven days', "since the beginning of this
year", ete. Unfamiliar expressions should be avoided.

As pointed out by Lininger and Warwick (1975), some
respondents might be confused by the question "What is your
marital status?", but would be able to say whether they are
married, widowed, divorced, separated, or have never

been married. Questions on income from self-emnloyment
must make it clear whether gross or net income is wanted:
however, the terms "gross” and "net' may be unfamiliar to
many respondents, and other wavs of asking the auestion
should be develoved. Subjective questions on attitudes,
perceptions and beliefs require special care: small

changes in wording may produce quite different resvonses.
For example, in an experiment described by Rugeg (19L41), the
question was asked: '"Do you think the United States should
not allow public speeches against democracy?'. In another
survey, the words '"not allow” were revlaced by 'forbid",
and the number answering "ves" to the question dropved

by 20%.
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Difficulty of questions for resnondents. FEach item
should be reviewed for the difficulty of the task that

it imposes on resvondents. Does it require respondents

to recall events or transactions that hapvened over a

long period of time? DNoes it require them to recall

events that may not have had any particular importance to

them? Does it require them to grasp concepts with

vhich they are not likely to be familiar?

If the answer to any of these questions is 'ves",

it does not necessarily mean that the item should be

eliminated. However, it does mean that stens should be

taken to aid and encourage respondents in the tasks they
are asked to perform. There are several things that can

be done:

(i) Break the item down into several parts. If the
objective is to obtain total income of the household,
ask sevarate questions for each adult member and/or
for different sources of income. If the object is
to identify household enterprises, ask separate questions
about different types of income-vroducing activities

carried on in or near the home.

(ii) Use probes (follow-up questions) to obtain more
accurate information. Jabine and Rothwell (1970) report
on an experiment in which data on hours worked in the
previous week were substantially improved by asking
followup questions about time lost due to illness and

other causes, overtime work, and work at a second /jJob.

(iii) Instruct interviewers to use verbal reinforcement

techniques to encourage respondents in their recall
tasks. The reinforcement consists of the interviever
making a statement such as "That's the kind of informa-
tion we need"” or '"We're interested in that" when the

respondent reports an event or condition which is
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responsive to the question asked. In a controlled
experiment to evaluate the effects of this technique,
respondents receiving verbal reinforcement revorted
about 25 percent more chronic and acute health con-
ditions than did those not receiving reinforcement
(U.S. National Center for Health Statistics, 197T).

(iv) Use interviewing aids. Several suggestions are
given in the Handbook:

"A calendar might be shown to the resvondent when
inquiring ebout detes. Certain cards (sometimes called
'check-lists' or 'prompt cards') containing e range of
possible answers might be given to the respondent to
review in answering a question. An example is a list
of chroniec health conditions for use in asking about a
rerson's health. Pictures of different sizes of con-
tainers or an actual set of measuring cups or spoons
might be used in asking about quantities of food used,
ete."

To help place events in time, it may also be useful

to give the interviewer a calendar showing the dates

of events that might be well-known to resnondents in
various localities, such as traditional festivals,

local holidays, school openings and closings, elections,

floods, and changes in government.

(3) single questions_incorporating multiple dimensions.

Such questions are sometimes called "double barreled".
When they are used, it is generally not clear what the
ansvers mean:; consequently, they should always be avoided.
An example of such a question would be "What tyve and
amount of life insurance coverage do you have?" This
question actually has three dimensions: first, whether
or not the individual has any coverage: second, for

those who do, the tyve or tymes of coverage; and third,
the amount of coverage. Each of these dimensions should

be covered by sevarate questions.
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Sengitive guestions. The reviewer should look for
questions that are likely to be sensitive to some
resvondents, leading to non-response or inaccurate
respongse. Topiecs that are sensitive vary in different
areas and cultures: some examples are income, assets,
religion, political affiliations and beliefs, sexuel
practices, and participation in illegal activities.
Sensitive questions that are not essential should be
dronped. If they are essential, some methods of
obtaining the best possible results include:
(i) Careful placement of sensitive items. They should
not be placed near the start of the questionneire.
Most authorities suggest putting them close to the
end, but not at the very end. They should be placed
in the section of the questionnaire containing

related items, if there any.

(ii) Use of "warm-up" questions that are related,

but of a less-threatening nature.

(iii) For questions on socially undesirable behaviour,
use of language that is familiar to the respondent to
describe the activities in question. Start by asking
whether respondent has ever engeged in the behaviour

before asking about current or recent behaviour.

(iv) Use of special techniques such as "randomized res-
ponse" for especially sensitive items. Keep in mind,
however, that this requires particularly well-trained
interviewers, and that reductions in bias are achieved
at the price of increased sammling errors.

The response categories used in multipvle-response ques-

tions. The categories should be exhaustive, that is,

they should cover all possible answers to the question.
If there are some rare categories or if it is not

possible to anticivate all the responses, an "other"
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category should be included, with an instruction to the
interviever to record the answer in the space provided.
The response categories should generally be mutually
exclusive, that is, they should be defined so that no
respondent properly belongs in more than one category.
This rule does not have to be followed in all cases. For
example, one might use the question "Which of the follow-
ing things have you done to try to find work? (check all
that apply)", followed by a list of relevant activities.
This may appear to be a more "economical" approach from the
point of view of the questionnaire designer; however, it
will not necessarily focus the respondent's attention on
each of the alternatives given, end it is considerably
more difficult to process responses from questions that

permit multiple responses.

6. Testing of alternatives.
The experience of others does not elways provide sufficient guidance

as to what formats or specific questions are likely to be most successful
in controlling non-sampling errors. At this stage, if there is still con-
siderable doubt about the proper approaches to use for key variables,

consideration should be given to a carefully designed test of alternative

treatments in a pretest, or even in the survey itself.

T. Quality control of printing.

Copy sent to the printer and/or proofs received from the printer

should be reviewed with great care to spot any typographical errors. When
the printed questionnaires are received, they should be subjected to a
sample inspection procedure. As stated in the Handbook:

"It is not uncommon to find that certain batches of
the printed form may be too light, or smudged, or missing
certain sections, etc. A sufficient sample of each batch
should be examined to be sure that these problems do not
exist. Otherwise, it may be discovered too late that there
is an inadequate supply of usable forms."
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H. Pre-testing

A pre-test may be largely a waste of time and effort or it may
contribute significantly to the quality of the survey results, depend-
ing on the care with which it is planned and carried out. A useful
discussion of pre-testing appears in the Handbook (Part One, Chapter IV,
C.3). This section highlights certain aspects that are especially re-

levant to the control of non-sampling errors.

1. Specification of objectives.

As described in the Handbook, there are many possible purposes
that can be served by pre-tests. To insure that each pre-test is
suitably designed, the main objectives should be listed, in priority
order. Under each objective, there should be listed the kinds of
data needed to achieve that objective, so that plans cen be developed
to capture those date during or immediately following the pre-test.

Refinement of questionnaires and data collection procedures will
nearly always be among the main pre-test objectives. Some other
possibilities are: to estimate unit costs and components of sampling
variance, to provide a basis for testing processing procedures, to
decide between alternative versions of questions or questionnaire
formats, and to test the feasibility of collecting certaein kinds of

information.

2. Sample size and desigm.

As for any regular survey, the appropriate sample size and design
for a pre-test will depend on its obJectives. Sample sizes are typically
small, say, from 50 to 300 households. The date collection is usually
limited to a few primary sampling units, chosen purposively to reflect
a variety of environments for data collection. It is better, if
possible, to use probability sampling within the selected primary units.

The selection of interviewers and field supervisors to work
in the pre-test is also important. One strategy would be to use only
field supervisors as interviewers, so that they can gain experience
that will be useful to them in training and supervising inter-

viewers in the main survey. On the other hand, it might be considered
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better to use a group of interviewers with education end experience more
typical of those who will work in the survey. In either case, there are
benefits from making the number of interviewers as large as possible, sub-
jJect to the constraint that each should have a sufficient workload to
Justify the training and travel costs.

In considering whether to include formal tests of alternatives in
a pre-test, remember that even a sample of 300 households, with as many
as 20 interviewers, may not be large enough to discriminate between alter-
natives with the desired precision. This is especially true if the main
issues relate to a small sub-set of the population, such as unemployed per-
sons or migrants. If the differences between treatments are expected to
be relatively small, en experiement built into the main survey may be the

only satisfactory way to measure them.

3. Scheduling pre-tests.

The need for allowing sufficient time to anelyze end apply the find-
ings of pre-tests may seem obvious. Nevertheless, important benefits of
pre-tests are often not realized, usually because the analysis has not
been planned in enough detail, and insufficient time and resources have
been committed to it. A key deadline is the date when the final ques-
tionnaire must go to the printer; all pre-test results relevent to the

questionnaire must be available before that date.

L, Capturing information from pre-tests.

As in any scientific experiment, the methods for observing and
recording relevant data about pre-test operations end results must be
planned before the pre-test begins. There are several useful techniques
for capturing relevant data and these should be used to full adventage,
subject to personnel and other resource constraints. The following
should all be considered:

() Field observers. Available professional staff should be de-

tailed to observe training and interviewing and to prepare
written reports based on their observations. These reports

will be most useful if observers are given a list of points
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to watch for as they observe and a standard outline to follow
in preparing their reports. In addition to observing sub-
stantive aspects of interviews, observers can be asked to

record the time spent by interviewers on various activities.

(b) Use of the questionnaire as a recording instrument. As

described in an earlier section of this chapter, operational
details such as the time of the initial visit to the
household, the number and timing of callbacks, and the
duration of the interview can be recorded on the questionnaire.
In addition, one or two open-end questions can be put at

the end of the pre-test questionnaire about the respondent's
reaction to it: what items were difficult to answer and

why, and what was the respondent's general reaction to the
interview? TItems can also be included in which the inter-
viewer is asked to record his or her impression of the inter-
view and to describe any particular difficulties that were

encountered.

(c) Debriefing sessions for interviewers and professional staff.

During or immediately following the data collection, meetings
can be held involving interviewers and members of the survey
design staff to discuss what the former have learned about the
questionnaire and interviewing oprocedures. For maximum
benefit from such sessions, the format should be similar to
that described earlier for grour discussions in the early
stages of questionnaire design. The moderator should

prepare an outline of the topies to be covered and should be
skilled in eliciting relevant comments from all of the

participants.

(d) Tape recording. Tape recording of actual interviews and of

debriefing sessions can be quite useful. Preparation of
transcripts from a small number of interviews can give

all members of the survey staff immortant insights into the
problems involved in communicating with respondents.
Permission should, of course, be obtained from all persons

who are to be recorded in an interview or debriefing session.
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(e) 1Interviewer and supervisor reports. Interviewers and field

supervisors may be asked to prepare reports to indicate
problems encountered end suggestions for improvements in

the questionnaire and procedures. They may be asked to com-
plete structured questionnaires, or to complete narrative

reports, following a standard outline, or both.

(f) Reports on processing of pre-test results. Reports of errors

found in manual and computer edits, and of errors committed
in manual coding and data entry operations should be prepared
and anelyzed to identify problems that might be overcome by
changes in questionneires or in data collection and process-

ing instructions.

(g) Formel taebulations and analysis of pre-test results. If the
pre-test has included any formal experiments, the tabulations

necessary to compare alternative treatments must be prepared

and enalyzed.

I. Interviewer selection and training

The quality of field work can be greatlv affected by the amount of
care taken in the selection and training of interveiwvers.

If the survey organization has a permanent field staff in the
selected sample areas, there will probably be no need to recruit new
interviewers for a particular survey. A well-treined and suvervised
permanent field staff is, of course, one of the keystones of an integrated
household survey programme. Having a permanent staff does not guarantee
that the quality of field work will be high, but it provides a better
opportunity to achieve that goal. Achieving high quality with an ad hoe
staff assembled for a particular survey is much more difficult.

However, if there is no permanent staff, or if it needs to be supple-
mented, or if there are snecial requirements for the survev, interviewers
must be selected. What criteria should be used? There are no simple
answers to this question: clearly, the attributes of "good" intervievers
will vary depending on the cultural and physieal environment in which
the interviews are to be conducted and, to some extent, on the content

of the survev.
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Some minimum requirements with respect to education are usually
established; interviewers must be able to read and write with facility
and to achieve a good understanding of the survey concepts, definitions
and procedures. Ability to read maps and to make aporopriate changes
and notations is often important and can be tested. Important personality
traits ineclude self-confidence, poise, tact, resourcefulness and a
good appearance. Where necessery, ability to work in the field under
more or less primitive conditions should be taken into eccount. Under
some circumstances, it may be desirable to exclude one sex or certain
age groups from consideration.

Once the general criteria have been established, there are several
techniques that can be used in the selection process. Lininger and
Warwick (1975) mention appnlication forms, personal interviews, psycolo-
gicel tests, and references. Avpplication forms can serve a dual purpose:
to provide the necessary background data and to provide a rough sample of
the applicant's handwriting and ability to follow instructions. Personal
interviews can be used to rate applicants on the desired personality
traits. A simple intelligence test may be useful to eliminate clearly
unqualified candidates: on the other hand, there seems to be no evidence
that standard personality tests are of much value. With respect to
references, a study by Hauck and Steincamp (196L4) found that evaluations
by outside referees of applicants' self-confidence and of their appear-
ance, manner and poise were significantly related to interview completion
rates. None of these techniques by itself is likely to do a good Job
of selection. But used together, they may at least be effective in
identifying those applicants who are considerable more likely to do
good work.

Applicants should be given a candid, unglamourized description of
the kinds of work to be done and the expected working conditions in the
field. Attrition, which can have serious adverse effects on quality,
is 1ikely to be lower.if the persons selected enter the job with
realistic expectations

Interviewer training is covered in Part One, Chanter V.C of the
Handbook and will be discussed at greater length in a companion NHSCP
study on training. Within a somewhat more specific context, the World
Fertility Survey documents on traiming (1975b, 1975c and 1975d4) provide
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useful guidelines to survey organizers on planning and execution of train-
ing programmes for office and field survey staff. Some aspects of training

that are especielly important in the control of non-sampling errors include:

() Active participation by the trainees. The Handbook notes that:

"Praining is usuelly most effective when the trainees
have to participate actively, through such means as oral
question and answer periods, test exercises, mock and prac-
tice interviews and the like. There is probably nothing so
tedious, and probably so ineffective, as straight lecturing.
Audio-visual aids such as recordings, slides or motion pic-
tures, etc., cannot only be useful as teeching devices but
can serve to relieve the monotony. Careful preperation by
the trainer is an absolute necessity or the whole process
can degenerate into chaos."

In order to permit active participation, the size of classes
must be kept small; fifteen might be taken as a maximum, and
ten would probably be better.

(b) The use of standerdized materials. There should be en inter-

viewer's manual for every survey. If manuals for prior surveys
contain stendard materials on listing procedures, interviewing
techniques and other features common to all surveys, it may be
sufficient to prepare a supplement covering the new features

of the current survey, especially the subject matter. If the
training is to be conducted in several locations by different
persons, a formal training guide is very desirable, to indicate
in detail the topics to be covered and the practice exercises,

quizzes, etc. to be included in each session.

(¢) Balanced content. There is often a tendency for survey content --

the concepts and definitions -- to be over-emphasized at the
expense of other aspects of the survey in an attempt to provide
exhaustive coverage of all problems of interpretation that might
be encountered by interviewers. It is probebly more effective

to concentrate discussions of content on the more common types of
situations to insure that most interviewers will be able to handle

those correctly. In addition, treining should cover the objectives



-212-

of the survey and the procedures to be used for quality control of
field work, so that interviewers will know what to expect and will be
avare that the quality of their work is a matter of concern. If
trainees have not been previously exposed to training in the use of
effective interviewing techniques, this should be inecluded. The

fact that an interviewer has werked in several surveys does not
necessarily mean that he or she is using effective techniques.

A source of useful ideas about various aspects of interviewing --
introductions, methods of asking questions, use of probes, and

methods of recording answers -- is the Interviewer's Manual of the

University of Michigan Survey Research Center (1976).

(d) Evaluation of trainees. The effectiveness of the training and

the extent to which individual trainees have mastered the essential
elements should be evaluated by rating verformance of the trainees on
practice exercises, quizzes and examinations of various kinds.

Those who are clearly incapable of doing the work in the field

should be eliminated from consideration, reassigned or given
additional training. Those whose performance in training is marginal
should be identified to field supervisors so that they can receive

special attention in the early stages of data collection.

J. Dress rehearsal

The Handbook does not make any distinction between a "pre-test"
end a 'dress rehearsal': all such activities are covered in a short
section on "pre-testing" (Part One, Chavter IV.C, pp. 70-T1). Other
works on survey development do distinguish various vphases of testing.
Jabine (1981) makes a distinction between "informal" and "formal" pre-tests.
The former come first and are deemed essential in »remaring for any new survey.
The formel pre-test, Just prior to the survey, ie regarded as optional. If
the survey itself is looked at as an exnmerimental or.nilot survey, a
formal pre-test may not be necessary.

Simmons (1972, »n. 21-22) says that "a final dress rehearsal oneration
is advisable before entering into formal full nroduction of the official

set of survey data". He goes on to say that it "... should be a close
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approximation to a trial or exverimental conduct of the final survey
itself, except carried out in miniature and over a limited veriod of time".

The principal ways in which a dress rehearsal can contribute to

the control of non-sampling error are:

(i) Providing a basis for further improvement of survey
instruments, manuals and training materials. Major
revisions cannot be expected at this stage; however,
some refinements may result from testing with per-
sonnel and procedures that closely approximate those
to be used in the survey.

(ii) Identifying and correcting any weaknesses in the planned
edministrative and logistic features of the survey.

(iii) Providing a realistic body of data, i.e., a set of com-
pPleted questionnaires, for use in testing data process-
ing procedures. The specifications and instructions for
editing, coding, data entry, computer editing end
tabulation should be available in draft form by this time;
for further development, each of these operations should
be tested using a set of completed questionnaires, large
and representative enough to identify any major gaps in

the procedures.

If a dress rehearsal is carried out, its contribution to the control
of non-sampling errors will depend on many of the same factors discussed in
Section H of this chapter under "Pre-testing'": clear specification of
objectives, scheduling to permit use of findings, and develovment of a

plan for capturing relevant information from the dress rehearsals.

K. Data collection

The organization and execution of the field work for a household survey
are covered in detail in Part One, Chapter V of the Handbook. Throughout
that chapter there are many references to procedures designed to minimize
the effects of non-sampling errors. Some of these have already been
discussed under "Interviewer Selection and Training" in Section I of this
chapter. Those that apply directly to the data collection will be

covered in this section.
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The policies and procedures discussed in this section must be decided
on before the actual start of field operations. The basic decisions on
method of interviewer nayment, production and quelity standards and formal
quality control systems are needed early so that these features of the
field operations can be provided for in the survey forms, manuals and

training materials.

1. Staffing and method of payment.

Field supervisors should play a majJor role in controlling the
quality of the field work. An importent factor affecting their abil-
ity to do so is the ratio of interviewers or other field staff to
supervisors, i.e., the number of interviewers for whose work the ave-
rage supervisor is responsible. This ratio should be kept small enough
for the supervisor to be able to spend a sigqificant amount of time,
both in the field and in an office setting, observing, reviewing and
checking the work of each of his or her interviewers. Other super;
visory functions that are relevant to guality include "conversion'" of
refusals, training of replacement interviewers, and reporting to the
central staff on problems not covered by instructions. The appropriate
ratio in a particular survey will depend on such fectors as the prior
experience of the interviewing staff, the size of the assignment earea,
the nature of transportation and communication facilities available,
and the proportion of time thet supervisors may be required to spend

on matters not directly releted to the survey.

The two basic methods of payment to interviewers are fixed
hourly or daily rate and '"piece rate', that is, a fixed amount per com-
pleted interview or per sample unit assigned. Other things being
equal, a piece-rate system tends to promote production at the expense
of quality, and a fixed-rate system tends to do the reverse. Since
both production and quality are important, it is necessary to supolement
vhatever basic payment scheme is adopted with a system of standards
and controls for production and qualityv. Ouality standards for inter-
viewers should incorporate measures such as completion rates, edit

failure rates and reinterview error rates. If supervisors are
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diligent in monitoring the performance of each interviewer against such
standards, and taking appropriate steps to reward good performance and
correct poor performance, quality will be maintained regardless of

vhich system of payment is adopted.

2. The field supervisor's role.

It is elmost impossible to over-emphasize the importance of the
field supervisor in controlling the quality of field work. If the
work sent back to the central office for processing is of low quality,
very little can be done et that stage to overcome the errors made in
the field, short of sending the work back to the field -- a costly
and time-consuming option.

Interviewers will take their cues primarily from their super-
visors. No matter how much emphasis is given to quality in training
sessions and in instruction manuals, if interviewers receive no feed-
back from supervisors on the quelity of their work, they will soon

adjust their priorities accordingly.

To help supervisors understand the importance of this role,
quality control should be strongly emphasized in their training and in
manuals or other written instructions covering their duties. All too
frequently, the training of supervisors concentrates mostly on logistic
and administrative matters -- receipt and shipment of materials,
payment and allowances for interviewers, and the like. These subjects
are all important, but do not deal directly with the supervisor's
central responsibility, which is to see that the work is done on
schedule and that standards of quality are met.

More specifically, the instructions to supervisors should cover

three elements:

(i) A clear understanding of the kinds of quality-related problems
that require communication with the central survey staff, and
a well-defined procedure for obtaining answers to the questions
that arise.
(ii) A comprehensive treatment of the procedures that will be used
to control the quality of work done by interviewers, and of

the supervisors' responsibilities for these procedures.
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(iii) A description of the criteria which will be used
by higher-level field staff or central staff to

evaluate the performance of field supervisors.

3. Problem resolution procedures.

Field supervisors, especially in new surveys, frequently encoun-

ter unexpected problems in carrying out their work. Some examples are:

(1) A particular sampling area turns out to be inaccessible during
the survey period due to floods or lack of cooperation from local
officials.

(ii) An interviewer resigns or is ill, and there is no one immediately
available to take on his or her assignment.

(iii) A sampling area turns out to have a much larger number of
households than expected (this might turn up during a listing
operation).

(iv) The map provided for an area sampling unit appears to be seriously
inaccurate in some respect.

(v) The questionnaire and/or instruction manual do not make it
clear how to deal with a narticular situation encountered.

For example, in a survey on use of health services, the local
area has certain facilities or health personnel who do not fit
into the standard categories oprovided for.
In all of these examples, failure to adopt the best practicable solution
may have an adverse effect on quality. Several of the problems listed
require, for their solution, technical understanding of sampling or
subjJect matter issues that may be available only from a regional office
or from the central survey staff.

To aveid ad hoc solutions by unqualified persons, an effective
system for resolution of these problems must be established before the
field work begins. The imnortant attributes of the system are: a
clear understanding, by the field suvervisors, of the kinds of
problems that must be referred: an effective system for communicating
with the regional or central office: a procedure for channelling each
problem to the person who is best qualified to devise a solution:
quick "turnaround" in responding to the field: and a procedure for
quickly notifying all field staff of any resulting procedural

changes that are of general applicability.



-217-

4, Formal quality control procedures.

Several methods of quality control of field work are described
at length in the Handbook (Part One, Chapter V.D). These might be
regarded as falling into three major categories: observation of in-
terviews (including listening to tape recording of interviews), review
end editing of completed questionnaires (including preliminary hand

tallies), and reinterviews for a sub-sample of assigned units.

Each of these three methods serves different nurmoses., and
it 1s recommended that all be used in every survey, if resources
permit. The nature and scone of their anménlication will denend on
factors such as the exverience of the field staff and the novelty
and complexity of the topics covered in the survey.

The amount of observation of interviews and, to some extent,
reviews and edits of comnleted questionnaires should be preatest for
new interviewvers and for surveys covering new topics. However, it
should not be assumed that exverienced interviewers always maintain
a high level of verformance. In a study at the US Bureau of the
Census (Stevens and Bailar, 1976). interviewers' performance was
measured by the rates of non-resnonse and probing. (The latter
rate refers to the recording of answers without actually asking
the necessary questions: for examnle, in a survey on income, some
interviewers may obtain the annual income simplv by multinlying the
income for the first month by twelve or for the first aquarter by
four, rather than by obtaining and summing un income for individual
months or quarters of the year). The nerformance was evaluated
against the interviewers' expverience, defined as the number of times
they had varticivated in the income survey. It was found that
interviewers who worked for the survey for the first time had the
highest response rates, while the length of exnerience did not
seem to be correlated with non-probing. In another studv, the U.S.
Census Bureau (Rustemever, 1977) used mock interviews to study the
performance of interviewers at different levels of exnerience. It
wvas found that the new interviewers were more careful in introducine

and closing the interview, while the more exnerienced interviewers
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performed better in recording and transcribing the required informa-
tion and notes. Eindings of this kind suggest that the work of
experienced interviewers should continue to be observed and reviewed
on a sample basis.

For each method of quality control used, specific forms and
instructions must be developed. Thus, for sunervisory observation of
interviews, there should nrobably be a form to be completed by the
supervisor for each interview observed. This form would serve as a
checklist for sumervisors to remind them of all of the asnects of the
interview that need to be evaluated. It will create a record that
vill allow the supervisor to compare the work of different inter-
vievwers more objectively and to monitor the nerformance of indi-
vidual interviewers over time.

The instructions to the suvervisor for the observation programme
should cover the number and scheduling of the observed interviews
for each interviewer, what svecific things to watech for duringe
interviews, how to use the observation form, what to do with the form
following the interview, how to use the results of the observation to
help interviewers improve their work, and other vertinent asnects of
the activity.

Similar forms and instructions are needed for review/edit and
for reinterview activities. Preparing these materials calls for
considerable work by the survey planning staff, but it is the onlv way
to develop effective qualitv control systems. Merely giving super-
visors a vague instruction to nay attention to qualitv is not enough:
it is necessary to tell them in detail how to do it, how much to do,
and how to use the findings from the various monitoring techniques.

The review and edit of completed cuestionnaires is esnecially
important at the start of the data collection period, so that any
gsystematic errors resulting from misunderstanding of instructions or
faulty instructions can be corrected early. Careful scheduling of
interviewver assignments will be needed to assure that they get
feedback from early reviews before doing large numbers of additional

interviews.
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As field supervisors receive completed questionnaires and review
all or a sample of them, they should routinely record the outcome
for each sample unit assigned as eligible-comnlete, eligible-incomnlete
(by reason), or ineligible (by reason). From time to time, comple-
tion rates (see Chanter IV, A.2) should be calculated for each
interviewver, and corrective action taken where the rates are below
standard.

Reinterviews of a sample of units can be used both for quality
control and for the evaluation of survey results. What they measure
will depend on the specific procedure used. If the reinterview is
fully independent of the original interview, without reconciliation
of differences, the results will be primarily an indication of the
level of response variance, including the interviewer comoonent.

If the differences are reconciled to determine which of differing
responses is correct (occasionally a third response will nrove to
be the correct one), the results can be used to estimate response
bias, of which a part, but not necessarily all, can be attributed to
poor interview performance. Thus, interviews with reconciliation
are probably a more suitable basis for quality control.

The cost of reinterviews is high and the time required to conduct
them and to process the results makes them generallv unsuitahle for
a quick, early measure of interviewer nerformance. Consequently,
they cannot be recommended for quality control nurvoses in a one-time
survey: their use in this way is generally restricted to continuous or
periodic surveys. Examples are given for labour force surveys by the
U.S. Bureau of the Census (1963, 1968a and b) and for health surveys
by the U.S. National Center for Health Statistics (1973b).

A special form of check, which could be undertaken separately
or done at the same time as reinterviews with households for which
interviews were completed, is the "vacancy check”. There may be a
temptation for some interviewers to classifyv some occunied sample
housing units for which interviews are inconvenient or difficult
to obtain as "vacant', thereby eliminating the reouirement to

obtain interviews for those units. This practice can readily be
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controlled by checking a few of the units classified as vacant to
determine whether they were in fact vacant when the interviewer was
there.

For any of these quality control methods, the oblectives and
orocedures must be fully explained in advance to the interviewers, so
they know what to exvect. Feedback on errors identified should be
oresented in a constructive way: the intention should not be to
critiéize, but to work together to find wavs of avoiding such errors in
future interviews. The whole idea of auality control will be much more

acceptable if the system ineludes rewards for good verformance.

5. Evaluation of supervisors' performance.

Because of the key role of field supervisors in maintaining the
quality of field work, their performance, as well as that of their
interviewers, should be evaluated. Their performance in training
sessions prior to a survey can and should be evaluated. They should
be fully trained in the operations they will be supervising and should
demonstrate understanding of their own special functions.

Under most circumstances, there will not be much chance to
eveluate the work of supervisors during a survey in time to have any
significant effect on the quality of field work in that survey. The
evaluation, which consists in large part of aggregating information on
the performance of interviewers working under them, will, however, be
very useful when the supervisors are part of permanent field staff
that will be working on future surveys. Therefore, it will be dis-
cussed in the next chapter, which deals with long-range strategies for

improvement .

6. Capturing information for purposes of survey assessment and

long-term improvement.

This topic is mentioned here only as a reminder, it will be
discussed in Chapter VII. In a certain sense, each survey can be
thought of as a ''pre-test' for future surveys. Therefore, the sur-
vey planning staff should insist that provisions be made to collect
relevant information on costs, error components and other relevant

design veriables during the data collection phase and indeed during
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all phases of a survey. With respect to data collection, this implies
several techniques that have alreedy been discussed under "Pre-testing"

in Section H of this chapter, such as having professional staff observe
the field work, using the questionnaire to record information about call-
backs and duraetion of interview, holding debriefing sessions for inter-
viewers and supervisors, tape recording of a limited number of interviews,
and asking field staff to prepare narrative reports describing any diffi-
culties encountered during the data collection and offering suggestions for

improvements in questionnaires, control forms and procedures.

L. Data Processing and Analysis

Procedures for the assessment and control of errors in the date pro-
cessing and anelysis phases are not discussed in this document. Neverthe-
less, for completeness, quality control measures following the data collec-
tion phase have been included in the checklist given below. A separate

study in the present series, namely Survey Data Processing: A Review of

Issues and Procedures (United Nations, 1982) provides an overview of the

data preparation and processing task in the context of progremmes for con-
tinuing collection of statistical data. More specifically, that study

addresses in detail the various technicel and operational problems of or-
ganization and implementation of date processing activities for household
survey programmes undertaken by national statistical agencies in develop-

ing countries.
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CHAPTER VII

ASSESSMENT OF ERRORS AND LONG-RANGE STRATEGIES
FOR _IMPROVEMENT OF QUALITY

A. Introduction

Chapter VI covered in some detail measures and procedures for the
control of non-sampling errors during the various stages of preparation
and execution of household surveys. While these activities are necessary
for any survey of high quality, their potentiel usefulness is greatly
enhanced when surveys are planned and executed within the framework of
an integrated progremme. Obviously, the success of such efforts will
depend to a considerable degree on what has been learned in earlier sur-
veys about the effectiveness and cost of specific survey procedures.
Hence, it is not only useful but also essential that, in a continuing
progremme of household surveys, information needed for the long-range
improvement of data quality is systematically gethered and documented
during each survey. Building up data quality is a long-term process
requiring an understanding of the nature and sources of errors in surveys
and an assessment of their magnitude and effect on survey results. A
more rational allocation of resources, especially the identification of
major inefficiencies in design and procedures, require quantitative in-
formation on at least the main components of survey errors.

This chapter provides an overview of the techniques and procedures
which mey be used to capture information relevant to the quality of
survey data and improvement of survey design, and ocutlines some long-
term strategies for improving the quelity of the data. Such information
is necessary, for example, for:

(i) survey management and its operational and quality

control;
(ii) assessing the quality of the date and cautioning

users of the limitations of the information produced; and
(iii) obteining qualitative and quantitative information on

the basis of which procedures and design of future surveys

can be improved.
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The costs of monitoring and evaluation have to be seen in the context of
their contribution to the erhancement of quality and usefulness of the
substantive information p;oduced by the surveys, in accordance with the
general principles of "total survey design" sketched in Chapter I. Their
significance is greatly enhanced in the context of a continuing programme
of surveys, where the integration of the date produced from various surveys,
greater responsiveness to user needs and policy relevance, and gradual im-
provement of survey facilities and procedures are fundamental requirements.
At the same time, continuity in survey activities tends to meke continued
survey monitoring and evaluation not only more necessary but also more
feasible and cost-effective. For example, operational and quality control
measures can be implemented more thoroughly and more economicelly given
the permanent and regularized arrangements and procedures in a continuing
programme. Similarly, evaluation studies requiring special fieldwork can
be more easily accommodated -- both organizationally and financielly --

within the primary survey operations.

B. Accumulation of information on data quelity

There are many opportunities for the accumulation of information about
non-sampling errors during & survey programme. Firstly, & great deal of
useful information can be obtained as a by-product of routine survey manage-
ment, monitoring and control. Since basically these techniques of obtaining
information on date quality require no addition or modification to the
operations necessary for management in any case, these may be termed
"informal techniques". Secondly, more quantitative information may be
obtained through special investigations involving additional data collection,
or modification of the design of the primary survey, or both. These are
aimed at obtaining more quantitative assessment of the nature and megnitude
of survey errors, and may be termed "formal techniques'". Finally, quality
of survey results at the aggregate level can be investigated by using anely-
tical methods, involving internal validation on the basis of substantive
considerations, as well as comparison with external sources including data
from other related surveys in the programme. Each of these groups of tech-

niques is discussed in turn in the following sub-sections.
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1. Informal techniques

Much can be learned about non-sampling errors through summarization and
analysis of the survey questionnaires and responses, as well as of records
developed for operational purposes during data collection and processing.
For this, plans must be made to create and preserve, in easily accessible
form, the appropriate records and documents, and to summarize and analyze
the information they contain. These records can provide very detailed in-
formation on sources and nature of errors as well as on possible means for
their control. At the same time, financial data (or its surrogate in the
form of time spent on various operations) can provide a quantitative basis
for more efficient and cost-effective design of future surveys.

Perhaps first priority should be given to the analysis of outcomes of
the data collection operation. Using records for the sample of housing
units or other units initially assigned for field work, tabulations should
be prepared showing the numbers of units in each of the following categories:

Eligible for interview;

Interview obtained;

Interview not obtained (by reason);

Ineligible for interview (by reason);

Eligibility not determined (by reason).

Where possible, the data should be cross-classified by geographic area,
supervisor, type of area (e.g. urban or rural), and other relevant variables.
Appropriate rates, such as completion rates or refusal rates can be cal-
culated and compared for the different sub-groups.

Anslysis of the data can suggest various possibilities for improve-
ment. If completion rates are low overall, it may, for example, be ne-
cessary to consider changing the call-back rules, or to institute checks
to see that existing rules are being followed. If completion rates are
low in some areas, this may indicate a need for better supervision in those
areas, or it may suggest that greater efforts are needed to inform local
officials and the public about the survey. If a significant number of
units are classified as "unable to locate", this may suggest that better
maps are needed, or that the listing operation needs to be done more
carefully.

Scrutiny of detailed data on "sample ocutcomes" does not always make
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it clear how to solve problems, but it is an excellent way to find out

where the problems are in the areas of non-response and, to some extent,

coverage.

Other kinds of analyses based on questionnaires and/or operational

records might include:

(a)

Analysis of item non-response. These could be done from final

tabulations, from a sample of the original questionnaires, or
at some intermediate stage, depending on the kinds of imputa-
tion procedures used in the survey and on the purpose of the
anelysis. High non-response rates for particular items can
occur for various reasons. An item'may be too difficult for
some respondents to answer, it may be highly sensitive, or it
may be overlooked frequently by interviewers as a result of
faulty questionnaire structure or inadequate training. Like
completion rates, item non-response rates help to identify

problems; further study may be needed to suggest solutions.

Analysis of edit reports. Ways to improve questionnaires and

interviewer training may be suggested by statistical analysis
of interviewer errors discovered in questionnaire edits or re-
views performed by field supervisors or by central office staff
prior to data entry. The analysis will be most effective if:
(i) the editors or other reviewers have been given clear
instructions on what items to check and what kinds of
errors to look for, and
(ii) the results of the edits or reviews have been recorded
on a structured form.
The summarization of the edit records may be done centrally,
using all or a sample of the forms on which the errors have been
recorded. Alternatively, field supervisors could be asked to
prepare and submit summary reports. The latter approach can be
helpful to the supervisors if they summarize the data by inter-

viewer and compare their error rates.
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(¢) Analysis of quality control records from coding and data entry

operations. Quality control systems require the recording of
errors found in various operations in order to determine correct-
ive actions, such as the rejection of a particular batch of work
or increasing the inspection level for a particular coder or
keyer. It may be useful to analyze the same records, summarized
for the entire operation, to see what particular questionnaire
items are causing the most difficulty, and what kinds of errors
are being mede. This analysis may suggest future improvements in
questionnaire design and in instruction materials and trainiﬁg

for coders and data entry clerks.

(d) Anelysis of computer edit and consistency check results. Computer

"cleaning" of raw data files proceeds in two ways: through the

"rejection" and manuasl correction of records that fail certain
tests, such as range or consistency checks, and (less frequently)
through automated correction of appropriate fields in records
failing the same kinds of tests. 1In either case, the processing
system should generate summary records showing the frequency of
feilure and, if appropriate, the distribution by reason for failure
for each test performed. These records should be reviewed to iden-
tify the most common edit failures and to try to determine why
they occurred and how they can be reduced in future surveys. Some
of the problems identified may be corrected by revising data
collection instruments and procedures. Others may suggest changes
in operations subsequent to data collection, including specific
consistency checks in the instructions for field edits or widening
the acceptable limits for a test that is part of the computer edit.

Insofar as they are not part of the quality control system for the
current survey, these analyses do not necessarily have to be carried out
while the survey is under way. If they are to be performed later, however,
arrangements must be made to ensure that the necessary records will be
available when needed. With respect to questionnaires, even if no specific
studies have been planned, it would probably be useful to select and retain

for at least five years a small, well-defined sample of the questionnaires
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from each survey for possible future analyses.

There are also several extremely valuable ways of obtaining quali-
taetive information about non-sampling errors during the data collection.
These techniques were mentioned in Chapter VI in connexion with pre-tests,
where the findings could affect the quality of the data collected in the
main survey. These techniques are relatively inexpensive, and should
also be used in the main survey as much as possible to obtain information
that can be used in planning future surveys. They include:

(i) Field observation and reports by members of the survey

professional staff.

(ii) Inclusion of one or two items at the end of the question-
naeire for interviewers to note particular problems that
occurred in the interview.

(iii) Debriefing sessions for interviewers and field supervisors.
Unlike those in the pretest, these sessions would be held
on a selective basis, rather than for all persons parti-
cipating in the data collection.

(iv) Tape recording of a small number of interviews.

(v) Final reports by interviewers and field supervisors, with
special emphasis on identifying questionnaire items that

had frequent problems and describing those problems.

2. Formal evaluation techniques

Formal evaluation studies attempt to estimate the magnitude of
selected components of non-sampling error. Three groups of techniques
are described below:

(i) Modification of the design of the primary survey operations
so that comparisons between different sub-sets within the
survey yield estimates of various components of error or
isolate the effect of different procedures on survey re-
sults. Frequently, these techniques are based on the use
of interpenetrating sub-samples.

(ii) Re-interview of a sub-sample of the respondents, followed
by a reconciliation of differences between the original

and the re-interview so as to identify sources and nature
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of errors at the micro (individusl respondent) level. The
re-interview may be designed to be a repetition of the ori-
ginal interview conducted under the same essential conditions,
in which case it is aimed at measuring the variable component
of the error; alternatively, the re-interview may take the
form of an in-depth interview, aimed at obtaining more
accurate data, and hence an assessment of bias in the original
interview.

(iii) Micro-level matching end comparison with external independent
sources of data, so as to identify coverage and content errors
in the survey.

These formal techniques, if used effectively, cen provide information
that is more directly applicable in the design of future surveys. At the
same time, they may call for substantial additional resources and place
significant demands on the technical staff of the survey organization.
However, for reasons indicated earlier, the undertaking of special, formal
investigations of the type described in this section is likely to be more
within the reach of available resources and facilities of an orgaenization

underteking a continuing survey programme.

(a) The use of interpenetrating samples

The idea of interpenetrating samples was introduced in Chapter
VI along with some discussion of different uses for the technique and
different levels at which it can be applied. There are two basic ways
in which interpenetrating samples can be used for the assessment of
non-sampling errors. One is to provide quantitative estimates of
variable components of non-sampling error, using the same survey pro-
cedures in each of the two or more interpenetrating sub-samples. The
other is to compare the effects of alternate survey procedures, for
example, two or more different versions of a questionnaire, on non-
sampling error. In the latter case, the study is often referrred to
as a "split-panel" test or experiment.

When the technique is used to estimate variable components
of error, using a fixed set of survey procedures, the data collection

and processing operations for the sub-samples can be designed to
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different degrees of symmetry and completeness. A very com-
plete design might call for the random allocation of equal
numbers of respondents to each interviewer, with the work pro-
gramme of supervisors, editors and coders who are also poten-
tial sources of response variation arranged in an "orthogonal

design" so as to permit separate estimation of correlated

errors from each source. At the other extreme, the state of
completeness of "randomization'' may consist simply of contrast-
ing results of different interviewers without actually ensuring
randomized allocation. In practical situations, complete
randomization 1s seldom feasible organizationally, and random
allocation to interviewers also increases travel costs. Never-
theless, even a reasonable degree of randomization in allocation
can provide valuable quantitative information on variable com-
ponents of error (Kish, 1962). However, insofar as the procedures
used 1n the various independent parallel sub-samples are the
same, comparison of their results does not provide any indication
of the blases in the data. Bias can be measured only through
comparison with some other more accurate source of data.

The use of this technique to estimate variable components
of non-sampling error in household surveys has been rather
limited; some examples were given in Section D.3 of Chapter V.
Studies in connection with household surveys have all related
to interviewer variance; a review of the literature has not
turned up any efforts to estimate correlated response variance
due to supervisors, editors or coders.

On the other hand, there are many examples of the use of
inter-penetrating samples for methodological experiments
built into household surveys. Some advantages and disad-

vantages of such experiments are (Jabine, 1981):

"The major advantage of built-in experiments is
that they provide relatively large samples at low marginal
cost. Samples of 30 to 50 cases and 3 interviewers per
treatment, as recommended for pretests in the most recent
draft of the UN Handbook of Household Surveys, Part I,



-241-

p. 61) may be enough to provide some rough quali-
tatlve Information where treatments differ substantially,
but are not nearly large enough to detect important but
relatively small differences. Imaginative use of experi-
ments built into ongoing surveys is probably the only way
for an organization with limited resources to conduct
useful quantitative methodological research.

There are also some disadvantages to bullt-in ex-
periments. The Survey staff should be prepared to deal
with the situation where survey results turnm out to
differ substantially by treatment. Should the data
for all treatments be pooled, or should the data for inferior
treatments, judged by whatever criteria have been established,
be discarded? Obviously, an experiment buillt into a survey
is not the place to test a radically different procedure
about which very little is known. In general, substantial
technical resources will be needed 1f such experimentation
i1s to succeed in its objectives. Members of the survey
staff who are more results-oriented may resent the addi-

tional complications Introduced into what 1s already a
complicated undertaking. In summary, while it will be
tempting to the methodologically-oriented statistician

to build as much research as possible into the pilot
survey, such efforts should not be allowed to compromise
the primary objective, which is to produce usable data on
the toplcs selected."

Like any scientiflic experiment, a methodological test

bullt into a survey must be carefully planned. Major elements

of the plan include:

(i)

(ii)

(iii)

Definition of the study population. This will normally be
the target population for the survey, or some subset of 1it.
Definition of the "treatments", that i1s, the alternatives
to be tested. These could cover almost any aspect of the
survey, such as alternate methods of training interviewers
alternate versions of the questionnalre, altermate respondent
rules, or alternate procedures for use in manual processing
operations.

Sample design and allocation of treatments to the sample.
There must be some element of randomization in the alloca-
tion of treatments to respondents and to interviewers (or
to clerks, 1f the alternatives to be tested are part of

the processing phase of the survey) The allocation of
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treatments must be carefully coordinated with the sample
design for the survey.

(iv) Specification of evaluation or decision criteria. The
variables to be observed and analysed in order to evaluate
and make a choice among alternmative treatments should be

specified in advance. As noted by Jabine (1981):

"For most experiments of the type discussed here, these
variables will relate to costs and to nonsampling error.
It should be possible to judge in advance whether
different treatments are likely to have substantially
different costs. For example, a minor variation in
wording of a particular question is not likely to affect
interviewing costs, but a difference in respondent
rules could have a substantial effect. If costs are
important, then record-keeping procedures to provide data
on cost by treatment must be established. Nearly all
design features and variations thereof are likely
to affect the level of nonsampling error, and plans
should be made to capture relevant information.

Some useful data can be obtained by calculating

various kinds of operational error measures separately
for each treatment. Thus, information on completion
rates, item non-response rates, errors found in manual
and computer edits, etc. by treatment will be

useful. More direct measures of nonsampling error may
require the introduction of special procedures, such

as conducting reinterviews for a sample of households
or comparing the survey responses with information ob-
tained from participant observer studies, or from adminis-
trative records. For some items, the survey results
themselves, tabulated by treatment, may provide

an indication of differences between treatments 1n the
completeness of reporting. For example, 1f it is known
from other studies that certain kinds of income

are likely to be under-reported, then the treatment
which produces the larger estimated amounts of income
will be preferred.'

Like the planning, the execution and analysis of
built-in experiments require careful attention. The plan for
allocation of treatments to interviewers or clerks must

be scrupulously followed. The statistician who designed the
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test should be consulted whenever circumstances such as
resignation or illness of interviewers or loss of primary
or secondary units from the sample require adjustments of
the randomization procedure. An essential part of the
analysis is the estimation of sampling errors, so that
confidence intervals can be constructed for the estimates
of differences between treatments.

Several examples of built-in experiments have been dis-
cussed in earlier chapters. Jebine and Rothwell (1970) pre-
sented findings from "split-panel" tests of questionnaires
conducted by the U.S. Census Bureau, several of which were
built into household surveys. Neter and Waksberg (196L) des-
cribe a complex multi-factor experiment that wes built into a
national panel survey of expenditures for home alterations and
repairs. Among the features tested were recall periods of vary-
ing lengths, with and without bounding by date from prior inter-
views, and alternate rules for the choice of respondents. Some

of the results were presented in Section C.3 of Chapter V.

(b) Reinterview studies

The use of reinterview studies for quelity control in con-
tinuing surveys was discussed in Chapter VI; their use for evalua-
tion will be discussed here. Like other evaluation studies,
reinterviev studies serve both to inform users of some of the
limitations of results from the survey they relate to and to
provide useful data for the design of future surveys.

In reinterview studies, a sub-sample of households or indivi-
duals included in the survey are interviewed for a second time, by
a different interviewer, shortly after the initiasl interview.

There are two basic types of reinterview. The first type, whose
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primary object is to measure response variance, is a replication

of the initial interview, using the same questions although usually

only for selected items. The second type, which attempts to measure

response biz:, depends on the use of specially trained or qualified

interviewers and a series of special probes for the items included.
For the replication approach, the reinterviews should be

conducted independently of the initial interviews, that is the

reinterviewers should not have access to the original answers

before or during their reinterviews. The pairs of answers for
individuals and households may then be treated as "independent' ob-
servations of the same variables, obtained under the same set of
general survey conditions, and hence can be used to estimate res-
ponse variance for these items. Actually, of course, they are not
completely independent observations, because reinterview respondents
may remember what they told the initial interviewer. 1In general,
lack of independence should lead to underestimation of response
variance.

Frequently, when the replication approach to reinterviews is
used, the origimal interview and reinterview responses are
reconciled, that is, they are compared, and where there are differ-
ences a determination is made, by asking additional questions as
needed, as to which response is correct. The response obtained from
the reconciliation process will sometimes differ from both the initial
interview and reinterview responses. The data obtained from re-
conciliation, that is, the differences between the reconciliation
values and initial interview (or reinterview) values may be used
to estimate response bias for the variables investigated.

Reconciliation can be done by the reinterviewer, immediately
on completion of the reinterview, while still in the sample house-
hold; however, the reinterviewer must be under strict instructions:

(i) not to look at the responses from the initial inter-

view until the reinterview is complete, and
(ii) not to change any of the initiel interview or reinter-

view entries as & result of the reconciliation.
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Results of reconciliation should be recorded in a separate section
of the reinterview form. Even with these precautions, experience
has shown that estimates of response variance and related statistics
such as the index of inconsistency, are usually lower when reconcil-

iation of the differences 1s undertaken at the same time as the re-

interview, than when it is not.

The objective of the probing type reinterview is to obtain the

most accurate information possible for each of the varlables
selected for investigation. The differences between the reinterview
and initial interview responses then provide a basis for estimating
response blas. The variety of probing questions that can be used
for this purpose is limited only by the ingenuity of the investi-
gators. Where the information to be checked deals with time spent
on various productive activities, one method of probing might be
to ask for a day-by-day accounting of activities during the refer-
ence period. Similarly, if the initial survey asked for total
amount spent on food during the past week, the reinterviewer might
obtain disaggregated information by asking about each commodity
purchased. Another possibility would be for the reinterviewer
to ask permission to inspect the foods currently stored in the
dwelling unit, to determine if any that might have been purchased
during the reference period were overlooked.

Like replication reinterviews, probing reinterviews should be

conducted independently of the initial interviews. There should

always be a reconciliation of the initial interview and reinterview
responses; the use of intensive probing technques is no guarantee
that the reinterview responses will always be more accurate than
the 1nitial ones. The reconciliation process will improve the
accuracy of the estimates of response bias, and will also provide
an Indication of the effectiveness of the particular probing

approaches used in the reinterviews.
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A reinterview study designed to produce overall estimates
of response variance and/or bias should probably have a minimum
sample size of 300 to 400 households. Where reinterviews are also
conducted for quality control purposes, the sample sizes may be

larger, since some of the work of each interviewer must be included.

(e) Record check studies

Record check evaluation studies compare survey data for specific
households or individuals with information on the same topics from
record-keeping systems external to the survey. If the data from
records are believed to be sufficiently accurate to serve as a
standard, the comparisons will provide a basis for estimating either
coverage or response bias for the survey items covered by the record-
keeping system. The technique can be used elther in the survey
itself, or in pretests.

The key requirement in the design of record check studies is
to locate record systems that (1) contain information for some of
the key variables included in the survey (2) contain informetion
believed to be accurate and (3) cover a substantial proportion
of the households in the survey target population, or some im-
portant sub-group of that population. Some types of record
systems that might be relevant to household survey topics include:

(i) Records of public utilities, such as telephone or electric
companies, or customer billings and payments.

(ii) Records kept by employers of hours worked and wages or salariles
paid.

(iii) Records of government transfer payments, such as pension and
welfare benefits,

(iv) Income tax records.

(v) Registers of persons licenses to practice certain professions

or occupations,

The probability of the existence of potentially usable record
systems is greatest for the urban areas of the more developed

countries, In less developed areas, the coverage and quality of
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record systems 1s less likely to be adequate for use In record checks.
Other important requirements for the conduct of record check
evaluation studies are:

(D Caining access to the Individual records. Permission to use the
records will have to be obtained from the custodian of each
record system used. Some custodians may require that
walvers be obtained from survey respondents, giving thelr per-
mission for the survey organization to seek access to their
records in the system.

(11) Locating the records of specific survey respondents. This will
require a matching operation. The matching will be greatly
facilitated if the characteristics of the record system to
be used are known 1n advance of the survey, so that the ident-
ifiers needed for matching purposes can be obtained in the
survey. In addition to names and addresses, identification

or account numbers, 1f they are used, will be especilally
helpful.

Normally, the information from records in the system is
obtained following the survey, when the identification of the sample
households and individuals is known. A different technique, which
is especlally useful in connection with pretests, 1s the reverse

record check. 1In a reverse record check, a sample of households or

persons 1s selected from the record system, and included in the

interviewer assignments. This approach has two important advantages:

(i) The sample can be designed to include households or persons
with particular characteristics that are relevant to the
survey topics.
(ii) The records needed for the study can be pulled or copiled at
the time the sample 1s selected so that there 1s no need for
a difficult matching operation. Matching is guaranteed,
except when the interviewer cannot locate the selected household

or person.
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A problem in doing a reverse record check in an actual survey
is that the coverage of the record system used will probably not
be identical to the survey target population, so that a more
complex sample design would be needed to insure survey coverage of
households or persons not included in the record system.

The major advantages of record checks in general are accuracy
and relatively low cost. It is not safe to assume that data in
record-systems are completely accurate, but accuracy is an impor-
tant requirement for most record systems. Transactions are frequently
recorded at the time they occur, in contrast to a retrospective
survey or reinterview in which the degree of ability to recall past
events is an important determinant of accuracy. The cost of
obtaining the record check information tends to be low compared to,
say, reinterviews, since the information is obtained from a single
location or at most from a small number of locations where the
files are kept.

Record check studies have certain disadvantages, some of
which have already been mentioned:

(1) They do not provide any information about bias for those
members of the survey target population who are not covered
by the record system.

(11) There may be conceptual or definitional differences between
the survey and record system data, making direct comparisons
difficult or impossible for some variables.

(11ii) They depend on the willingness of respondents and record-
system custodians to grant access to the records.

(1v) Except for reverse record checks, a difficult matching
operation may be required. This may partially offset the savings
from not having to conduct reinterviews, and may limit the

usefulness of the results.

Several record checks have been conducted in connection with
household surveys, especially in the areas of health (U.S. National
Center for Health Statistics, 1972, 1973a) and crime victimization
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(U.S. Committee on National Statistics, 1976). More recently,
reverse record checks have been used to evaluate the accuracy
of reporting of certain kinds of welfare payments in surveys
designed to obtain information on income and participation in
government programmes (U.S. Social Security Administration,

1980, Chapters 10 and 11).

3. Analytical methods of evaluating the quality of survey results

Survey tabulations can be examined and analyzed in many
different ways to galn insight into thelr accuracy and how it may
have heen affected by various kinds of errors. Some methods of
analysis are purely internal, depending only on data from the survey.
Others are based on comparisons with aggregate data available
from other sources. Insofar as possible, these analyses should be
carried out as soon as the survey tabulations are available, so
that any obvious failures in the data processing can be corrected
before the results are released to the public in published or
other form. Information on less serlous errors and those which
cannot be corrected for the current survey will become part of the
body of data avallable for use 1in designing future surveys.

There are several possibilities for intermal validity checks, as

they are called in the revised Handbook of Household Surveys,
(United Nations, 1981). Purely arithmetic checks can be made to

see whether lines and columns of tables add to their respective

totals and whether per cents have been computed correctly. Other
checks may be used to determine whether the results are in accor-

dance with prior expectations or common-sense judgements about how

a particular set of data should behave. For example, the distribution
of the survey population by age and sex can be examined by the
construction of age pyramids, the calculation of age-specific sex
ratlos, and the calculation of preference indexes for terminal

digits of age. These measures can be looked at for the total

survey population and also for various subgroups defined geographically

or in other ways.
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There are certain patterns that can be expected for other
survey items. As stated in the Handbook:

"... birth rates would be expected to decline in an orderly
manner for each successively older female age group. Income
would be expected to rise with increasing education or occu-
pational skill, etc."

Similarly, labor force participation rates for males would be
expected to follow a unimodal distribution by age, peaking for
middle-aged adults and gradually declining thereafter.

Failure of the survey results to be in accord with these prior
expectations does not necessarily mean that the data are in error;
however, it does suggest the need for more intensive review of the
processes used to obtain the results.

Usually, there are also opportunities to make external validity
checks. The survey results can be compared with aggregate data from
other sources which differ in organization, methodology or in any
other way. If there are no a priori grounds for preferring one
estimate to another, the divergence between two or more estimates
may provide a basis for at least some appraisal of the margin of
uncertainty. Generally, however, there may be a number of reasons to
expect one source of data to be more accurate than the other. As
noted by Mahalanobis and Lahiri (1961l), in such comparisons

"... a complete absence of a priori preferences is not
always a reality. For example, if i1t is known that a
particular agency has had a long experience in a parti-
cular field, then the results thrown up by it may be
accepted to have higher validity. Or, when one survey
is carried by temporary ad hoc staff and another

survey by a whole~time permanent statistical staff, then
some may be inclined to accept the results thrown up hy
the latter to have higher validity. For the same reason
one may accept an intensively supervised well-conducted
sample survey by qualified, experienced and well-trained
investigators to have higher validity compared to a com-
plete enumeration conducted under usual census conditioms.'

However, the authors note that there may be difficulties in such a priori

evaluation; for example:
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"... the assessor may not be in possession of full back-
ground information about the agency, or about the condi-
tions under which the census data, for example, may have
been collected or processed. Sometimes comparisons bet-
ween census and sample check or those between inter-
penetrating samples covered by different agencies may
provide corroborative evidence in support of certain
'feelings' based on previously available background in-
formation which may even be of vague and inadequate nature."”

Insofar as different sources are not equally preferred, differences
between a less-preferred source and a source believed to be more
accurate would be indicative of biases in the former.

0f all possible sources for external validity checks, data from
an earlier round of the same survey, or an earlier survey conducted
under the same general conditions, are probably the most useful.
Many population characteristics, such as the distribution by race
or ethnic categories or by age, sex and marital status, are relatively
stable, and sudden departures from earlier patterns and trends
would suggest the possibility of error. An interesting example
occurred in the annual education sﬁpplement to the United States
Current Population Survey, when the enrollment of students in private
schools at secondary and university levels in 1980 showed very
substantial increases over the figures for 1979. A careful review
of the reasons for this change showed that it was apparently due
to a reversal of the order of the response categories "Private"
and "Public" from those that had been used in prior years and in
another part of the questionnaire in the same year.

Another important source of data for external validity checks
is the latest population census. Frequently, survey estimates are
adjusted to current ectimates of population by age and sex
that are obtained by projecting the corresponding census totals
to the survey reference date. The unbiased or unadjusted survey
estimates by age and sex should always be compared with the in-
dependent estimates based on the census: their ratios should be
close to 1.00. High or low ratios may suggest coverage or age-
reporting problems in the census or the survey, or inaccuracy in the
projections of census data. This type of comparison was discussed

in Section F.3 of Chapter III.
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It may also be useful to compare other items that are common
to the census and the survev, taking into account changes that
are known or belleved to have occurred between the census and survey
reference dates.

There may also be other sources of data that can be used in
external validity checks. Household survey data on school enroll-
ment can be compared with data from the school system. Data on
certaln kinds of employment can be compared with data collected
from employers in economic censuses or surveys. Survey data on
births can be compared with information from the vital registration
system. In making such comparisons, as pointed out in the Handbook,
allowances must be made for differences in concepts and coverage,
differences in timing, sampling variation, and known deficiencies
in the sources used for comparison.

The general philosophy and justification for this type of
comparative analysis was stated clearly by Simmons (1972):

"It will be readily understood that comparitive analysis
does not require a close match between survey results and
the other evidence. The other evidence may be outdated,
weak, or wrong. Indeed, if the survey was justified and
well-conducted, the evidence from it is likely the bhest
that can be found. But the comparisons should be made.

For in some instances, they may uncover flaws in tabula-
tion or estimation that can be corrected, or at least
recognized and treated in subsequent analysis. More often,
they will focus attention on new findlngs, contrasts, con-
tradictions, and highlights for which consumers mav expect
some explanation, and on which final reports should
comment."

Persons who use analytic techniques for the evaluation of survey
data should have some knowledge of the basic methods of demogranhv.

The Methods and Materials of Demography (Shrvock, Siegel and assoc-

iates, 1971) provides a comprehensive treatment of the analysis of
demographic data from censuses and surveys, and includes manv

examples from developing countries.
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C. Long-range strategies for the improvement of quality

Improving the quality of survey data is a slow and long-term process,
requiring careful planning and allocation of resources, both human and
material. A continuing and integrated programme of surveys offers the
best environment for such a process. Also necessary 1is a commitment on
the part of the survev organization to setting and achieving high
standards of quality, taken in its broad sense to include the relevance,
timeliness and accuracy of survey results.

Some key elements of an integrated household survey programme that
are relevant to the long-term improvement of quality are discussed

briefly in this final section.

1. Common infrastructural facilities.

The basic 1dea of an integrated household survey programme 1is
to develop infrastructure facilities that are essential for the
planning and execution of household surveys and to design and
schedule individual surveys in such a wav that the same facilities
can be used in each survey. Thié reduces the average cost per
survey and at the same time makes possible continuing development
and improvement of these survey-taking facilities.

Among the most important infrastructure facilities are:

a professional staff trained in substantive and methodological

work; experienced field supervisors; at least a core of permanent
field interviewing staff; a well-mapped and up-to-date sampling
frame; and dependable data processing and dissemination facilities.
All of these facilities, as has been made clear in previous chanters,
have important implications for the control and long-term reduction
of non-sampling errors.

The preparation and maintenance of an adequate sampling frame
is often one of the most expensive elements in sample surveys in
developing countries. Many problems of coverage and non-response
result from the use of out-of-date and poor quality frames. The

cost advantages of using a common frame and possibly a common master
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sample for a serles of individual surveys are obvious; better
quality 1s also likely to result from this approach.

Poor questionnaire design is a major source of non-sampling
error. Substantial returns in the improvement of quality may
result from the estahblishment of a small unit specializing in
aquestionnaire development, consisting perhaps of 1 to 3 profes-
sionals and a few highly experienced interviewers. This unit
would do considerable field work, specializing in the use of
qualitative methods of questionnalre development such as 1n-depth
individual and group interviews, as described in Chapter VI,
Section G.

2. Planning for the assessment of quality

Assessment of the quality of the data collected should be
treated as an integral part of each survey. It would be a mistaken
policy to consider the mere collection of more data as the primarv
task, and to relegate evaluation to a secondary position. Rather
than being a subsidiary operation which competes for time and
resources with the primary objective of collecting more and more
data, evaluation of data and procedures should be regarded as an
activity that will result not only in better data but also in
making the process of collection itself more efficient and cost-
effective.

The previous section of this chapter covered various informal
and formal methods of gathering'information during surveys
about the magnitude and effects of non-sampling errors. No
statistical organization, no matter how advanced, is likely to
have the resources to use all of these methods in a particular
survey. However, manv organizations could do much more than
they are now doing along these lines with a relatively small
additional effort. It 1s suggested that the following guidelines

be observed in planning for the assessment of quality:
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Consider the assessment of quality to be an essential and

integral part of any continuing survey programme. It should

not be assumed that, once a certain level of proficiency in
conducting surveys 1s achleved, efforts at evaluation and
methodological development can be de-emphasized. The
process must be continuous because the needs of users and
the economic, social and technological environments in which

surveys are conducted are constantly changing.

Make organizational and personnel arrangements necessary to

['an_and conduct _evaluation and methodological development

work. The activities which have been discussed, while they
require the full co-operation of those responsible for

survey operations, also call for objectivity and the ability

to concentrate on the work of evaluation and assessment, free

of operational responsibility for the surveys. Evaluation and
methodological development activities should, therefore, be

placed outside of the unit that 1s in charge of survey operations,
and the individual in charge of these activities should be

given adequate authority and resources to work on an equal

footing with other members of the survey team, subject to

the same overall direction.

Prepare a formal plan for evaluation and methodological

development work. Those who conduct surveys are fully aware

of the need for a detailed plan to insure that the many
interrelated activities involved proceed on schedule and fit
together to produce a smooth, efficient operation. Formal
planning is also necessary for evaluation and methodological
development activities. 1In part, this is for the same
reasons, that 1s, to insure that the necessary forms, in-
structions and other materlals will be ready when needed,
and that personnel will be availlable and properly trained

in their functions. The timing of bullt-in experiments and

formal evaluation studies must be very closely coordinated
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with that of the survey operations. In addition, good research prac-
tice in conducting formal experiments demands that the outcome measures
and at least a general plan of analysis be specified in advance. If
this is not done, the chances of drawing useful conclusions are much
smaller.

Formal plans for evaluation methods and development activities
are needed at three levels:

(i) for each individual activity carried out in connexion
with & survey, for the reasons Jjust given;

(ii)  for the survey as a whole, to insure that the highest
priority needs are met, and that the overall programme
of evaluation and methodological development is com-
patible with the resources available3 and

(iii) for future survey methods research and development activ-
ities based on experience to-date.

Findings from specific experiments and eveluation studies will
almost certainly indicate a need for further improvements. Following
each survey, these results should be reviewed, a list of areas needing
further attention prepared, and recommendations drafted for additionel
research and development activifies, with an indication of priorities.
This amounts to an updating of the long-term evaluation and methodolo-

gical development agenda following completion of each survey.

For formal evaluation studies, use simple designs and adequate

samples. The techniques of experimental design have become very
sophisticated. Multi-factor experiments are common-place and com-
puter software is available for analysis of various complex designs.
This is fine for controlled experiments in a laboratory or at an
agricultural research station. However, controlling the conduct of
a complex experiment as part of a national survey, with interviewers
working in remote locations, is another story. Simplicity is strongly
recommended. Basically, this means resisting the temptation to try
to explore too many different issues in a single experiment or evalua-
tion study.

The inJunction to use adequate samples covers two main points:
(i) use probaebility samples as much as feasible in order to

permit generalization of the findings to a well-defined

population; and
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(ii) where quantitative results are needed, use samples large
enough to produce reliable estimates of components of
error, unit costs, treatment effects, or whatever is being
measured. It 1s generally not very useful simply to be able
to say that there 1s a statistically significant difference in
outcomes between two procedures, especially if they have
different costs. A reasonably reliable estimate of the size of
the difference is needed. A corollary to this recommendation
is that large samples, usually a minimum of several hundred,
are needed; therefore, this kind of research is better done
as part of a survey, rather than in the pretesting stage or

as a separate experiment.

3. Documentation and reporting.

There can be no development of enduring instruments and
skills in survey-taking without a systematic accumulation of
experience and knowledge of the conditions under which the surveys
are conducted, the sources of difficulties.in implementation of
each enquiry, the shortcomings in the data collected, the sources
of errors, and the cost-effectiveness of the options available in
survey design and of measures necessary for the measurement and
control of errors. In Chapter I, reference was made to the idea
of a catalogue of problems and survey methodology. Because of the
critical importance of this concept efforts to control and reduce
non-sempling errors in household surveys, it seems fitting to end
this study with a further reference to it.

The catalogue or archive should include general background
material on the conditigns and resources available for survey
work in the country. This might cover such topics as languages
spoken in different areas; regional variations in economic structure
and social customs; the kinds of maps available at different
levels of detail; the kinds of administrative records maintained
for individuals and housing units by national and local authorities

(for example, birth and death records); and identification
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and description of all organizations that conduct household
surveys.

Another component of the collection might be a set of

publications of regional and international organizations con-
taining recommendations and guidelines, especially those relating
to concepts and definitions that are common to most household
surveys. Some of these publications may also contain useful
information about techniques used by other countries with

similar problems.

Reference was also made in Chapter 1 to the literature on

survey methods. Numerous citations of books, manuals, reports

and articles on survey methods have been included in this document;
coples of those items that appear most relevant should be obtained
and made part of the collection. For many items, this can be done
by writing directly to the authors. A consclous continuing

effort is needed to find out what publications are available,
obtain them, catalogue them and make them available to the survey
staff.

The most important element of the catalogue or archive, however,

will be the materials relating directly to the surveys conducted
by the organization. For each survey, the following kinds of
raterials should be obtained and preserved in a permanent collec-
tion:

(1) Questionnaires, other forms, instruction manuals, training
materials, procedures manuals and specifications from all
phases of the survey.

(11) Descriptions of the overall survey design and the design and
procedures for each phase of the survey.

(111) Operating records, such as cost and production records and
quality control records, for each phase.

(iv) Documents describing the procedures and findings resulting
from use of the informal and formal evaluation techniques

described in Section B of this chapter.
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Too often, materials of this kind, which have potential value
to ald both in the interpretation of survey results and in the
design of future surveys, are lost because of failure to
document results while survey operations are underway and
fallure to develop a plan for preserving them.

The survey organization may find it helpful to establish
one or more series of memoranda for purposes of intermal
documentation of survey methodology. A single series might
be called "Survey Methodological Documentation Memorandae';
alternatively, separate series might be established for

various purposes, e.g.:

(i) Survey planning memoranda, to describe developmental
activities for the survey programme and for each survey;

(ii) Survey operations memoranda, to provide records and
analyses of costs, production and quality control
findings for the basic survey operations;

(iii) Survey evaluation and research memoranda, to describe the
design, procedures and results of evaluation studies and
bullt-in experiments.

Survey staff should be encouraged and, i1f necessary, assigned
to prepare such internal memoranda. Individual memoranda
should usually be fairly short, directed toward a specific
aspect of the survey activities, informal in style, and
prepared on a timely basis, as soon as relevant data and
other information are avallable. Elaborate tables and charts
are not necessary; working tables or even computer printouts
might often be used to supplement the text. There should be an
internal review process, primarily to ensure accuracy and
objectivity of reporting. Although the series 1s established
for internal purposes, it will also be useful as source
material for the preparation of external publications and
presentations. In particular, a summary of the methods

used to conduct the surveys and limitations of the survey
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results, as determined through formal evaluation studies
and by other means, should be prepared for inclusion in
final survey reports.

Other media for the dissemination of findings from

evaluation and methodological studies are also available

and their use by the survey staff should be encouraged.

The publication or presentation of such reports in professional
journals or bulletins and at meetings of professional and
technical associations has several benefits:

(i) It ensures a wide audience and often some feedback from
others working on similar problems;

(ii) Publication brings recognition to the authors and
contributes to their professional development. It
also brings recognition to the organization to which
they belong;

(iii) Preparing such articles and presentations is a form of
documentation, to ensure that important information on

design, procedures and results will be preserved.

Administrators of survey organizations may sometimes be
reluctant to allow public dissemination of information on
non-sampling errors because of a feeling that this will
reflect unfavourably on them and on the work of their
organization. In the short-run, such openness may indeed cause
some problems for the survey administrator. 1In the longer
term, however, a policy of openness should prove to be
beneficial. First, the survey staff will realize that
they cannot afford to be complacent about the quality of
survey results, and will have an incentive to strive constantly
for improvements in quality and efficiency. Second, users
will eventually come to realize that the only survey
organization they can trust is one which attaches importance
to the measurement and control of all kinds of errors and
which is willing to tell its users whatever it knows about

the quality of its product.
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ANNEX A

BIBLIOGRAPHY

This bibliography has two parts. Part 1 is an annotated
recommended reading and reference list. it is a short list of
articles, reports and manuals which are judged to be particularly
useful for those wishing to learn more about the topics covered in
this document. Included are two bibliographies (reports a.3 and a.13)
vhich may be used to supplement Part 2 of this bibliography.

Many books on survey methodology have been published. Some of
these are excellent and include material which is quite relevant to
the measurement and control of non-sampling errors. Only four such
vorks are listed in Part 1; these were chosen because of their special
relevance to surveys in developing countries.

Part 2 of the bibliography is an extended list of references,
consisting primarily of those items that have been specifically re-

ferred to in the text.
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Part 1

Short List

Articles, reports and manuals

1. American Statistical Association.
1978 ff. Proceedings of the Section on Survey Research
Methods. Annual.

Compendia of papers on survey methods presented at the
annual meetings of the American Statistical Association, start-
ing in 1978. Prior to 1978, most papers on household survey
methods were included in the annual Proceedings, Social Statis-
tics Section.

As one example, the article "The effect of the question on
survey responses: a review", by Kalton and Schumen, in the 1980
Proceedings gives an excellent summary of past research on the
responses effects of variations in question wording and format.

2. Brooks, Camilla A. and Barbara Bailar.
1978. An Error Profile: Employment as Measured by the
Current Population Survey, Staetistical Policy Working Paper
3, U.S. Office of Federal Statistical Policy and Standards.

This document describes, in detailed, quentitative terms,
the sources of non-sampling error in the Current Population Sur-
vey thaet affect national statistics of employment. The purposes
of this document, as stated in the preface, were:

1) To illustrate how en error profile is created in an
effort to encourage government statisticians to pro-
vide error profiles for the major recurrent survey
statistics;

2) To compile in a single document the sources of error
and the information that is available about these
sources of error and their impact;

3) To illustrate the need for controlled experiments
to measure non-sampling errors because of the lack
of knowledge of the impact of these errors;

L) To stimulate the development of a mathematical model
that will reflect the ways in which the errors from
different sources interact.
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3. Dalenius, Tore.
1977. Bibliography on non-sampling errors in surveys;
International Statistical Review 45: T1-89 (A to G),
187-197 (H to Q), 303-317 (R to Z).

The author cites the need for additional research and
development work on non-sampling errors to permit statisticians
"...to strike a rational balance between sampling and non-
sampling errors'. The bibliography, which was published in
three consecutive issues of the International Statisticael Review,
was "... developed with the aim of providing an eid for this re-
search and development work".

L. Fellegi, Ivan and A.B. Sunter.
19T4k. Balance between different sources of survey errors --
some Canadian experiences. Sankhya: Indian Journal of
Statistics. 36 (Series C): 119-1k2.

(Author's summary) A simple model for the allocation of
resources to the reduction of survey error components, both sam-
pling and non-sampling, is developed in order to demonstrate the
neture of the decision-meking process in determining this alloca-
tion.

A number of examples drawn from surveys carried out by Statis-
tics Canada are used to demonstrate the application in real situa-
tions of the ideas conteined in the model.

5. Hansen, M.H., W.N. Hurwitz and M.A. Bershad.
1961. Measurement errors in census and surveys. Bulletin
of the International Statistical Institute, 38 (2): 359-37k.

This was the first full presentation of the "Census Bureau
error model", which permits the analysis of different components
of sampling and non-sampling errors and their relative contribution
to total survey error. Special attention is given to the measure-
ment and control of the correlated component of response variance.
An illustration is given from the 1950 United States Census of
Population and Housing.

6. Jabine, T.B. and B.J. Tepping.
1973. Controlling the quality of occupation and industry
data. Bulletin of the International Statistical Institute
L5 (3): 360-89.

7. Mahslanobis, P.C. and D.B. Lahiri.

1961. Analysis of errors in censuses and surveys with speciel
reference to experience in India. Bulletin of the International
Statistical Institute, 38 (2): L01-k433.
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This paper, which was presented at the same meeting as
the previous one, gives several illustrations of techniques
used to eveluate survey results. All of these techniques reley
on comparisons among alternative independent estimates. Special
emphasis is given to the use of interpenetrating samples.

8. Neter, J. and J. Waksberg.
1965. Response Errors in Collection of Expenditures Data
by Household Interview: An Experimental Study. Technical
Paper No. 11, U.S. Bureau of the Census.

This report describes the design and findings from an ex-
perimental study of response errors in data on expenditures for
home alterations and repairs collected in a large-scale house-
hold survey. This was the first study to provide a direct com-
parison of response effects with bounded and unbounded recell.
Many other factors were also studied experimentally, including
length of recall, length of reference period, choice of res-
pondent and extent of probing on specific expenditure items.
This is e notable example of the benefits of carefully designed
methodological research during the early stages of a survey on
a new topic.

Some of the findings are presented in Chapter V, Section C.3
of this document.

9. Simmons, Walt R. .
1972. Operational Control of Sample Surveys, Laboratories
for Population Studies, Manual Series No. 2. Chapel Hill;
University of North Carolina.

This manual gives guidelines for establishing control systems
to insure that the execution of a survey is faithful to its design.
It gives attention to "...validation of the design; to control over
data collection, editing, and processing; and to the preparation
of estimates and the final report". Both formal procedures and
more subjective control mechanisms are presented.

10. United Nations
1981. Hendbook of Household Surveys (draft revision) DP/UN
(INT-79-020/2) with two addenda. New York.

This menual, a substantial revision and expansion of the
1964 version, is the basic reference document for the National
Household Survey Cepability Programme. It has been issued as
three separate documents. The first contains the overall intro-
duction and Part One, "General Survey Planning and Operations".
The second document (eddendum 1) contains Part Two, "Issues in
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Survey Content, Design and Operations'. This section is organ-
ized by subJect matter. It discusses data requirements, con-
cepts and methodological issues in household surveys covering

the following topics: income, consumption and expenditure; em-
ployment; food consumption and nutrition; agriculture; health;
and education and literacy (a section on demographic characteris-
tics is to be added). The third document (addendum 2) contains
Part Three, "Selected Issues from Regional Survey Experience".
This section was prepared in collaboration with the UN regional
commissions.

11. United Nations
1982. Survey Data Processing: A Review of Issues and
Procedures (draft) DP/UN/INT-81-0L41/1.

Like the present document, this is one of a technical
studies for the National Household Survey Capability Programmes.
It addresses the various technical and operational problems of
organization and implementation of data processing activities
for household survey progremmes undertaken by national statistical
agencies in developing countries.

12. U.S. Bureau of the Census.
1974. Standards for the Discussion and Presentation of
Errors in Data. Technical Paper No. 32.

This guide was developed to help Census Bureau employees meet
their responsibilities for informing data users of the important
limitations of estimates disseminated in publications or by other
means. While primary emphasis is on sampling errors, many of the
standards apply equally to the presentation of information about
non-sampling errors.

A slightly revised version of the Standards was published
as Part II of the September 1975 issue of the Journal of the
American Statistical Association (Vol. TO. No. 351). A Spanish
translation was issued in 1978 by the Inter-American Statistical
Institute (Document TL432 Esp.).

13. U.S. Bureau of the Census.
1974. 1Indexes to Survey Methodology Literature. Technical

Paper No. 3k4.

This publication is an index to some 2,500 articles, reports,
manuels, memoranda and other documents on selected aspects of survey
methodology that were contained in the Census Bureau's Survey Method-
ology Information System et the time of publication. The publica-
tion ineludes bibliographic, suthor, organization and key-word-in-
context (KWIC) indexes to the collection.
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Although no updates to these indexes have been published,
the Survey Methodology Information System was mainteined and
added to through early 1982, at which time the Census Bureeu
concluded that it could no longer afford to support it. Plans
for disposition of the existing collection are uncertein at this
time.

14, U.S. Committee on National Statistics.
1982. Final report of the Panel on Incomplete Data.

This report is expected to be an euthoritative and com-
prehensive reference on the sources, effects and treatment of in-
complete data in surveys. For further information, see Chapter IV,
Section G.

15. U.S. Netional Center for Health Stetistics.
1977. A Summary of Studies of Interviewing Methodology.
Date Evaluation and Methods Research Series 2, No. 69,
U.S. Department of Health, Education and Welfare.

. (Author's summery) A summery of methodological studies
designed to test the effectiveness of certain questionnaire de-
signs and interviewing techniques used in the collection of deta
on health events in household interviews and to investigate the
role of behaviours, attitudes, perceptions, and information levels
of both the respondent and the interviewer.

16. Verme, Vijay.
1981. Assessment of errors in household surveys. Bulletin
of the International Statistical Institute. Vol. 49, 1981.

Provides a summery of various types of errors and reviews
some of the basic issues in the assessment of errors in house-
hold surveys in developing countries.

Books

1. Casley, D.J. and D.A. Lury
1981. Data Collection in Developing Countries. Oxford:
Oxford University Press.

2. Hursh-Cesar, Gerald and Prodipto Roy, eds.
1976. Third World Surveys: Survey Research in Develop-
ing Countries. New Delhi: MacMillan Co. of Indie, Ltd.

3. Som, R.K.
1968. Recall Lapse in Demographic Enquiries. Bombay:
Asia Publishing House.
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L, Zarkovich, S.S.
1966. Quality of Statistical Data. Rome: Food and
Agriculture Organization of the United Nations.

In many respects, the present document may be taken as an
update and expansion of Zarkovich's book. The book was based on
material presented by the author at various FAO-sponsored seminars
and training seminars. Its aim was "...to spread awareness of the
quality problem of statistical data and to promote interest in
quality checks as a source of guidance on the adequate uses of
the data and on the ways and means of improving the methods used".
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Part 2

Extended List

Anderson, John E.
1979. Fertility estimation: A comparison of results of contra-
ceptive prevalence surveys in Paraguay, Sao Paulo State,
Brazil and El1 Salvador. Proceedings of the Social Statis-
tics Section, American Statistical Associetion, 532-537.

Anderson, R., J. Kasper, M.R. Frankel, et al.
1979. Total Survey Error. San Francisco: Jossey-Bass.

Bailar, Barbara A.
1975. The effects of rotation group bias on estimates from panel
surveys. Journal of the American Statistical Association,
Vol. T0: 23-30.

1979. Rotation sampling biases and their effects on estimates of
changes. U3d session of the International Statistical
Institute, Manila.

Bailar, Barbara A. and C. Micheel Lanphier
1978. Development of Survey Methods to Assess Survey Practices.
Washington: American Statistical Association.

Bailey, L., T.F. Moore and B. Bailar
1978. An Interviewer Variance Study for Eight Impact Cities of
the National Crime Survey Cities Sample. Journel of the
American Statistical Association, Vol. T73: 16-23.

Barnes, R., and F. Birch
(nd) The census as an aid in estimating the characteristics of
non-response in the General Household Survey. Office of
Population Censuses and Surveys, Study NM 1, London.

Bennett, C.M. and R.E. Hill
196k, A comparison of selected personality characteristics of
respondents and non-respondents to a mailed questionnaire.
Journal of Educetional Research, Vol. 58. No. k: 178-180.

Bergman, L.R., R. Heanve and J. Rapp
1978. Why do some people refuse to participate in interview sur-
veys? Statistisk Tidskrift.
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Bradburn, Norman M. and Seymour Sudmen
1980. Improving Interview Method and Questionnaire Design.
San Frencisco: Jossey Bass.

Brooks, Camilla A. and Barbara Bailar
1978. An Error Profile: Employment as Measured by the Current
Population Survey. Statistical Policy Working Paper 3.
Office of Federal Statistical Policy and Standards. U.S.
Department of Commerce.

Caldwell, J.C. and A. Igun
1971. An experiment with census-type age enumeration in Nigeria.
Population Studies, Vol. 25.

Casley, D.J. and D.A. Lury
1981. Data Collection in Developing Countries. Oxford: Oxford
University Press.

Chapman, David D. and Charles E. Rogers
1978. 1978 Census of Agriculture - Area sample design and method-
ology. Proceedings of the American Statistical Associa-
tion Section on Survey Research Methods, 141-1LT.

Chapmen, D.W.
1976. A survey of non-response imputation procedures. Proceed-
ings, Social Statistics Section, American Statistical
Association, 245-251.

Chevry, G.
1949. Control of a general census by means of an area sampling
method. Journal of the American Statistical Association,

Vol. bLbh: 373-379.

Chidambaram, V.C., J.G. Cleland and V. Verma
1980. Some aspects of WFS data quality: & preliminary assessment.
World Fertility Survey Comparative Studies, No. 16. The
Hague: International Statistical Institute.

Chow, L.P., Walter Gruhn and Wen Pin Chang
1979. Feasibility of randomized response technique in rural
Ethiopia. American Journal of Public Health, Vol. 69:
273-276.

Cobb, J.M., S. King and E. Chen
1957. Differences between respondents and non-respondents in a
morbidity survey involving clinical examination. Journal
of Chronic Diseases, Vol. 6.
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1956.
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Cornfield, J.
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Field work in sample surveys of household income and
expenditure. Applied Statistiecs, Vol. 5: U49-61.

J.E.G. Utting

Estimating expenditure, saving and income from household
budgets. Journal of the Royal Statisticael Society, Vol.
119, Series A, 371-392.

On certain biases in sampling of human populations.
Journal of the American Statistical Association, Vol. 3T:
63-68.

Dalenius, Tore.

1957.

1977.

Das Gupta
1958.

Das Gupta
1955.

Demaio, T.

1980.

Deming, W.E.

1953.

Dunn, J.P.
1966.

Ewbank, D.
1980.

Refusals:

Seampling in Sweden. Stockholm: Almqvist and Wiksell.
Bibliography on non-sampling errors in surveys. Interna-
tional Statistical Review 45: T1-89 (A to G), 187-197

(H to Q), 303-317 (R to Z).

. and S.N. Mitre

A technical note on age grouping. The National Sample

Survey, No. 12, New Delhi.

A., R.K. Som, M. Majumdar and S.N. Mitra.

Couple fertility. The National Semple Survey, No. T,

New Delhi.

who, where and why? Public Opinion Quarterly,
Vol. Lk,

On a probability mechanism to attain an economic balance
between the resultant error of response and the bias of
non-response. Journal of the American Statistical Asso-
ciation, Vol. 48: TU3-T772.

and R. Hawkes

Comparison of non-respondents and respondents in a
periodic health examination program to a mailed ques-
tionnaire. American Journal of Public Health, Vol. 56:
230-236.

Implications for demographic analysis for various levels
and patterns of age misreporting. Panel on Data Collec-
tion of the Committee on Population e&nd Demography,
National Research Council (manuscript).
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1973. The evaluation of the accuracy of survey results: some
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