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Preface 

The purpose of this manual is to describe methods and tech­
niques for the evaluation of censuses of population and housing, 
with emphasis on techniques which are applicable in developing 
countries. The manual is intended for use as a basic reference in 
the design and implementation of census evaluation programs. 
As such, the rationale and theory behind each method and some 
of the major problems encountered in its application are cov­
ered in sufficient detail so as to guide key decision-makers and 
technicians of developing country statistical organizations in 
designing and implementing their own evaluation programs. 

In keeping with these objectives, attention in the manual 
is focused on those methods which are viewed by Bureau of 
the Census staff as having the widest appiicability to devel­
oping country situations. Content decisions were based upon 
the cumulative experience of the Bureau of the Census and 
statistical organizations in both developed and _ developing 
countries which have undertaken census evaluations. 

Accordingly, the approaches chosen for emphasis in the 
manual are: (1) the use of post-enumeration surveys (PES). 
and (2) the use of demographic methods, particularly those 
based upon the analysis of two or more successive censuses. 
Other approaches to census evaluation are also described in the 
manual but are considered in less detail. 

The rationale behind the emphasis of these two approaches 
is that the post-enumeration surveyor PES approach, while 
being among the more -technically and financially demanding 
of the available approaches, nevertheless may represent the most 
viable alternative for evaluating census error in countries where 
data on levels and trends of fertility ,mortality, and migration 
are unreliable or nonexistent. Even where reasonably accurate 
demographic information is available, the PES approach often 
provides the only available basis for measuring certain com­
ponents of census error (age-selective coverage error, for ex­
ample). 

The emphasis on demographic analyses of successive cen­
suses, on the other hand, is based upon two recent develop­
ments. First, with the completion of the 1980 round of cen­
suses, most countries now have at least two censuses upon 
which to base census evaluation efforts. Second, with the 
participation of numerous developing countries in the World 
Fertility Survey (WFS) and the United Nations National House­
hold Survey Capability Programme (NHSCP) and continued 
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improvements in the completeness of vital registration systems, 
many countries are now or soon will be in the position of 
having sufficiently accurate information on levels and trends in 
the components of population growth, to make use of these 
data in undertaking comprehensive demographic analyses of 
their censuses. 

The target audience for this manual includes both higher­
level management officials in developing country statistical 
organizations who are responsible for the overall design and 
implementation of census evaluation programs, and statis­
ticians and other technichl-Ievel personnel who are responsible 
for conducting evaluation studies. Of primary interest to per­
sonnel responsible for planning and managing census evaluation 
efforts will be the material in chapters 1, 6, and 7. Chapters 2 
through 5 and the appendixes at the end of the manual are 
more technically oriented and are intended to provide guidance 
to technical-level personnel in the actual implementation of 
census evaluation studies. 

Chapter 1 provides an overview of census evaluation. Chapter 
2 describes the use of a PES, or more specificlllly a post-censal 
matching study, for measuring census coverage error; it also 
presents extensions of the basic PES design, alternate design 
strategies, and examples of PES applications in developing coun­
tries. Chapter 3 describes the application of content reinterview 
studies (conducted either in conjunction with or independently 
of post-censal matching studies) to the measurement of census 
content error; it also considers the use of interpenetration 
studies for measuring different components of content error 
and developing country experiences in census content error 
evaluation. Chapter 4 presents the underlying approach, briefly 
describes the particular demographic techniques which often are 
useful for census evaluation purposes, and summarizes data 
requirements and methods for obtaining indirect estimates of 
the required parameters when reliable direct information is 
unavailable. Chapter 5 describes these methods in detail and 
illustrates their application using data from developing coun­
tries. Chapter 6 addresses the major issues involved in deciding 
whether or not and how to adjust census figures on the basis of 
information obtained from census evaluation studies. Finally, 
chapter 7 outlines and discusses some of the important factors 
and considerations involved in planning and implementing a 
census evaluation effort. 

----------- ~~---------



In preparing the manual, an effort was made to present the 
material in as nontechnical a manner as possible, short of com­
prising the usefulness of the manual as a basic ~eference for 
conducting the types of evaluation studies described. Where 
feasible, mathematical derivations and other theoretical bases 
for the methods described are presented separately in the 
appendixes. 

Accordingly, minimal previous background in methods of 
census evaluation is required for readers to comprehend the 
logic or general procedures of each method. Previous back­
ground in mathematical statistics will, nevertheless, prove useful 
in considering the material on the design, execution, and analy­
sis of post-enumeration surveys presented in chapters 2 and 3, 
as will previous background in techniques of demographic 
analysis in studying the methods presented in chapters 4 and 5. 
References to appropriate supplementary sources are provided 
in each chapter to encourage further study of each method. 

Finally, while it was intended that the manual be a self­
contained reference, it was not always possible for practical 

reasons to accomplish this objective. For example, it is often 
necessary for countries without reliable vital registration and 
immigration statistics to resort to "indirect" methods of esti­
mating fertility, mortality, and migration rates for use in eval­
uating a census. Because of the large number of these methods 
which would have to be covered and the fact that they are 
described in a comprehensive fashion in other widely available 
sources!, it was deemed impractical to cover these methods in 
a systematic fashion in this manual. Accordingly, these supple­
mentary sources are relied upon to provide the necessary back­
ground for the estimation of basic demographic parameters. 
The uses of these estimates for census evaluation purposes are 
covered in detail in this manual. 

1 See Manual X: Indirect Techniques of Demographic Estimation, 
New York: United Nations, 1983 with regard to fertility and mortality 
estimation, and Shryock and Siegel, 1975 with regard to estimation of 
migration. 
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Chapter 1. OVERVIEW TO CENSUS EVALUATION 

1. INTROVUCTION 

In recent decades substantial improvements 

in the taking of censuses of population and 

housing have been realized in many countries. 

This is due in some measure to an increasing 

awareness of the existence of errors in census 

data on the part of both producers and users 

of the information. While the initial effect 

of this awareness has been to destroy faith in 

the absolute accuracy of census results, the 

more lasting result is likely to be a sounder 

and more defensible view of census-taking. 

Here census evaluation plays a vital role. 

A "perfect" census is impossible; er­

rors inevitably occur. Nevertheless, census 

figures that are subject to error are still 

valuable if the limitations of the data are 

understood by the users and if the errors 

do not adversely affect the major uses of 

the data. Few decisions are likely to depend 

·on knowledge that a country's population 

is exactly 21,728,516 persons; but decisions 

may well depend on the determination that 

the population is between 21.0 million and 

22 .5 million. 

The stage has now been reached in the 

field of survey sampling that sampling error 

is readily measurable and controllable, to 

the extent that sampling errors are probably 

less problematic relative to other types of 

error (nonsampling errors) which affect sur­

vey results. For censuses in which the 

population is enumerated on a 100 percent 

basis, there is no sampling error; however, 

just as in survey operations, census per­

sonnel introduce nonsampling errors. Some 

assessment of the magnitude and direction 

of these errors is necessary to respond 

to questions about the results and attacks 

on their accuracy. 

Accordingly, evaluation studies which 

examine the results of and the procedures 

and operations used in undertaking a census 

are necessary to provide both the producers 

and users of the data with information needed 

to assess census quality. Such studies 

provide users with a basis for deciding 

either that the errors are relatively small 

and not likely to affect most conclusions 

drawn from the data or that the errors are 

relatively large and inferences should be 

made with caution. 

2. OBJECTIVES OF EVALUATION 

In considering evaluation objectives, 

an initial distinction should be made be­

tween the products of evaluation programs 

and the ways in which those products are 

used. In the first category are various 

measures of the accuracy of census data, and 

information about sources of error. The 

products of evaluation efforts can be used 

in several ways: (a) to guide improvements 

in future censuses and surveys, (b) to as­

sist census data users in their interpreta­

tion of the results, and (c) as a basis for 

adjusting the census results. 

2.1 PJtOdu..c.:t6 06 e.va!u.a.wm 

The products of evaluation are measures 

of census error and identification of the 

sources of this error. 



2 EVALUATING CENSUSES OF POPULATION AND HOUSING 

2.11 Measures of accuracy.--Within the 

budgetary constraints of a census program, 

the first priority of an evaluation effort 

is to measure the accuracy of at least some 

of the key census statistics. Accuracy rep­

resents the quality of a census result and 

is measured by the difference between the 

census figure and the true value of the char­

acteristic being measured. While the true 

value is seldom known, it can often be 

approximated. 

When demographic methods are used 

to evaluate a census, accuracy is measured 

by the net census error, which is the dif­

ference between what is considered to be 

the correct figure and the actual census 

figure. 

In a more statistical (i.e., stochastic) 

approach to census evaluation, accuracy is 

measured by trying to estimate the relative 

importance of various components of census 

error. Error in a census statistic can arise 

at any stage in the census process from such 

sources as varying interpretations of ques­

tions by enumerators and/or respondents, un­

willingness or inability to give correct 

answers, nonresponse, coding errors, and other 

processing errors exclusive of sampling error. 

Some of these errors are systematic in nature 

and will not cancel each other out, giving 

rise to biases. Others tend to be random 

in nature and balance out (theoretically) 

over repeated trials or over a large number 

of interviewers, coders, supervisors, etc., 

giving rise to variance. 

2.12 Identification of sources of 

errors .--Another primary obj ec tive of 

evaluation is to identify the major sources 

of error so that future census opera-

tions can be conducted more accurately 

and/or cost effectively than the present 

census. 

The following are illustrative of the 

types of questions for which evaluation 

exercises may provide information. At what 

stage was the error introduced? Was it 

caused by faulty listings, a poorly designed 

questionnaire, ill-trained enumerators, sub­

j ective coding operations, computer program­

mer mistakes, or at another stage? Does the 

error affect one section of the population 

more than another? 

2.2 U.6U ob the. plr..oduc;U ob e.vai.u.r.tt,[on. 
.6tucUe..6 

The outputs of the evaluation program 

are utilized in several ways. These include 

guiding improvements in future censuses and 

surveys, assisting census data users in in­

terpreting the results, and adjusting census 

results. 

2.21 Guide improvements in future 

censuses and surveys.--The evaluation program 

provides both the producer and the user of the 

data with valuable information for planning fu­

ture censuses in order to meet data needs more 

adequately. For example, it may be that a par­

ticular geographic or demographic group of 

national importance to decision-makers was under­

enumerated. As a result, it may be concluded 

that new techniques for enumerating them more 

accurately will need to be developed for the 

next census. Or, it may be concluded that 

other methods of questionning on particular 

topics are l.ikely to produce more accurate 

results. 

The obj ective of any census should 

be to achieve the desired degree of accu­

racy of results for the lowest cost. When 

choosing among alternative methods of data 
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collection, the relative levels of the non­

sampling error for-each method need to be 

known in order to determine the most cost­

effective method. Evaluation studies can 

provide information on the relative per­

formance of various methods to aid in this 

decision-making process. 

2.22 Assist census data users in inter­

preting the results.--Since the producers of 

census data tend to be the most knowledgeable 

regarding the procedures used in collecting 

and processing the data, they are in an ideal 

position to provide guidance to data users 

with regard to the limitations of the data. 

The dissemination of the results of census 

evaluation studies serves two useful purposes: 

(a) it alerts users to the fact that there 

are errors present in the data, and (b) it 

provides information on the relative magni­

tude of error for particular data items -and 

possibly on the relative importance of vari­

ous sources of error. This information can 

then be used in determining the proper degree 

of confidence to be assigned to conclusions 

and inferences derived from the data, as 

well as in making necessary adjustments for 

particular purposes. 

2.23 Adjust census results.--As noted 

above, census evaluation studies provide a 

basis for assessing the need to adjust the 

census data to compensate for the effects 

of errors in the statistics, as well as use­

ful information regarding the nature and 

magnitude of the required adjustments. 

It should be noted, however, that deci­

sions on the necessity and the methods to be 

used to adjust census results involve a num­

ber of important and potentially sensitive 

considerations. Chapter 6 discusses the 

feasibility and some of the problems and 

means of adjusting census data to conform 

more closely with what is thought to be 

actual population parameters. 

3. TYPES OF CENSUS ERRORS 

Census errors can arise from several 

sources such as less-than-perfect data col­

lection and processing procedures or poor 

operational control resulting in the loss of 

documents or erroneous coding and keying. 

Census designers also contribute to errors by 

producing faulty instruments, instructions, 

training materials, and procedures: Errors 

are intrinsic to the nature of a large scale 

data collection effort such as a census in 

spite of efforts to avoid them. 

In view of the numerous ways in which 

errors can enter into a census operation, a 

useful starting point in thinking about 

methods to measure them is to organize the 

various types of errors into analytical 

categories. For census evaluation purposes, 

classifying errors in terms of the following 

dimension provides a useful analytic frame­

work: (a) coverage versus content error, 

(b) net versus gross error, and (c) sampling 

versus nonsampling error. 

3.1 CoveJtage veJt.6lL6 c.onJ:enJ: eJVLOIt 

Perhaps the most fundamental distinction 

to be made between types of census errors is 

between errors of coverage and errors of con­

tent. Coverage error is the error in the count 

of persons or housing units resulting from cases 

having been "missed" during census enumeration 

or counted erroneously either through duplica­

tion or erroneous inclusion. Content error, on 

the other hand, is defined as error in the re­

corded characteristics of those persons that 

were enumerated in the census. Both coverage 

and content errors affect the distribution of 

the population recorded in the census with 

respect to census characteristics. 

Coverage error arises in census enumera­

tions due to such factors as defective field 

operations, carelessness on the part of 

enumerators, misunderstanding or lack of 
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cooperation on the part of re~pondents, or 
/ 

simply because census form~ are lost or de­

stroyed during the census~ processing operation. 

Content error in population and housing statis­

tics can result from such things as erroneous 

or inconsistent reporting of characteristics 

by respondents, failure on the part of enumera­

tors to obtain or record accurately the re­

quired information, errors introduced in the 

clerical and processing operation, etc. 

An important point to be made in connec­

tion with coverage and content error is that 

it is of critical importance for evaluation 

purposes that the concepts and characteris­

tics being measured in the census be clearly 

defined. For example, one cannot measure 

census coverage error unless there is a clear 

and unambiguous definition of the target 

population for the census. At the most basic 

level, this involves a choice between a 

counting rule based upon "usual" residence 

(a de jure counting rule) or one based upon 

actual residence at the time of the census 

(a de facto counting rule). Other critical 

decisions concern how aliens residing in the 

country and nationals residing abroad are to 

be handled and the definitions of key con­

cepts such as "usual", "temporary", "resi­

dence", "household", etc. Similarly, content 

error cannot be measured in any meaningful 

way unless there are clear and uniformly 

applied definitions of key census character­

istics such as age, marital status, and 

income. 

Within the category of coverage error, 

it is important to distinguish between three 

types of errors in coverage: (a) omissions, 

(b) duplications, and (c) erroneous inclusions. 

The reason for this distinction is that it is 

desirable in post-censal matching studies of 

census coverage (commonly referred to as post­

enumeration surveys - see chapter 2) to obtain 

separate estimates of each of three types of 

coverage error so that the overall (or net) 

coverage error can be estimated. 

3.11 Omissions.--Omissions result from 

(a) entire housing units, households, or per­

sons having no established place of residence 

(nomads, for example) having been missed by 

census enumerators or (b) from one or more 

persons within enumerated housing units or 

households being missed. In the case where 

an entire housing unit is missed, it follows 

that all households and persons residing 

within the housing unit will also be missed 

by the census. 

There are two primary causes of omission 

of housing units: (a) failure to include part 

of the land area of the country in creating 

enumerator assignments, and (b) enumerator 

canvassing error within assigned areas. The 

former problem can be caused by such factors 

as imprecise boundaries of geographic or 

census administrative units, faulty maps, 

or simply by coverage errors made by field 

staff in the pre-census listing operation. 

Enumerator canvassing errors can result from 

such factors as imprecise definition of 

enumerator assignments, faulty maps, or 

simp.ly oversight on the part of the enumer­

ators. These errors tend to occur more 

frequently in sparsely settled rural areas 

where villages are separated by large dis­

tances and in densely settled urban areas 

characterized by multi-unit structures which 

are arranged in a complex fashion. 

In addition to having been missed be­

cause the housing unit has been missed, 

households can be missed because all of the 

members of the household were at another 

place of residence at the time of census 

enumeration, were temporarily absent during 

the hours of census enumeration (working, 

at school, etc.), or were in transit either 

----------- ----- --- --------------------------------
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within or outside of the country during the 

enumeration period. The likelihood of omis­

sion of households tends to be higher in situ­

ations where the presence of more than one 

household in a housing unit is more common 

than when there is a one-to-one correspondence 

between housing units and households. 

Omissions of persons within enumerated 

households also occur for a variety of 

reasons, including deliberate or inadvertent 

omission of household members on the part of 

household respondents or application of an 

incorrect definition of the household by 

census enumerators. Very young children and 

adults aged 15-29 tend to be over-represented 

among persons missed in census enumerations 

based upon experience to date in a wide 

variety of countries. It is thought that 

children tend to be underenumerated most 

frequently due to respondent recall error, 

while persons aged 15-29 are in the age range 

in which the rate ·of residential mobility is 

high in many countries and thus these per­

sons tend to be omitted due to uncertainty 

on the part of respondents and enumerators 

as to where they should be enumerated. 

3.12 Duplications.--Duplications occur 

when housing units, households, or persons 

are enumerated more than once in a census. 

Frequently, duplication is caused by the 

"overlapping" of enumerator assignments due 

to errors made during pre-census listing or 

enumeration area (EA) delineation, or because 

of the inability of enumerators to identify 

on the ground the proper boundaries of a 

particular enumerator assignment. Persons 

who are mobile residentially or have more 

than one residence are especially prone to 

being enumerated more than once. 

As a result of duplications, it is con­

ceivable that a census count of the total 

population may be larger than the actual 

--~----.----

population. It is more frequently the 

case, however, that the number of omissions 

exceeds the number of duplications, result­

ing in a net census undercount. (See 

Section 3.2 of this chapter for a discussion 

of net census error). 

3.13 Erroneous inclusions.--These in­

clude housing units, households, and persons 

that were enumerated in the census and either 

should not have been or were enumerated in 

the wrong place. Examples of erroneous in­

clusions are persons who died before the 

census, who were born after census day, or 

aliens. A real problem has been noted in 

some countries of "fictionalized" housing 

units, households, or persons. This has 

been especially true in cases where enumer­

ators are paid on the basis of the number 

of units, households, or persons that they 

enumerate. Also, persons can be enumerated 

in the wrong geographic area, resulting in 

overenumeration for that area and under­

coverage for the area where they should have 

been enumerated. Erroneous inclusion of 

aliens sometimes occurs in countries ~hose 

census is de jure, as opposed to de facto. 

(See the glossary at the end of this manual 

fbr the definition of de jure and de facto). 

Less ambiguity arises in a de facto census, 

in which everyone actually residing in the 

country including aliens is counted, where­

as in a de jure census only those persons 

who "usually" reside in the country are 

counted. 

A second important distinction for cen­

sus evaluation purposes is between net error 

and gross error. Gross error refers to the 

total number of errors made in the census, 

while net error refers to the total effect 

of these errors on the resultant statistics. 

~~~---~~----.~~--~---.-.... - .. 
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Gross errors affect the nonsampling vari­

ances, while net errors affect the non­

sampling biases. 

In the case of coverage error, for ex­

ample, gross census coverage error would 

consist of the total of all persons omitted 

plus all duplicates plus all erroneous enu­

merations. In measuring net census coverage 

error, however, the fact that one of these 

types of error results in an underestimate 

of total population (omissions) while the 

other two types (duplications and erroneous 

enumerations) result in overestimates is 

taken into account. Thus, net census cover­

age error would be measured by the excess or 

deficit of errors resulting in population 

underestima.tes over those errors resulting 

from population overestimates. A net census 

undercount is said to exist when the number 

of omissions exceeds the sum of the number 

of duplications and the number of persons 

erroneously enumerated, while a net census 

overcount is said to exist when the number 

of duplications plus erroneous enumerations 

exceeds the number of omissions. 

To illustrate the concepts of gross and 

net content error, consider an age distribu­

tion of persons enumerated in a census. Meas­

ures of gross content error would consider 

all cases in which an age other than a re­

spondent's actual age was recorded in the cen­

sus as errors, while measures of net content 

error would consider only those errors which 

are not cancelled out or compensated for by 

other erro-rs. For example, if N persons 

whose actual age was X years reported their 

age as something other than age X in the 

census, but an equal number of persons (N) 

whose actual age was something other than X 

years reported their age as X, there would be 

no net content error for the census count for 

persons aged X years, since the total count of 

persons aged X years would be correct. Each 

of these types of errors would, however, be 

counted as errors by measures of gross error. 

In actual practice, the measurement of 

net and gross census error is somewhat more 

involved and based upon more sophisticated 

statistical methods than the simple illus­

trations presented here. These simple 

illustrations are intended to convey the 

basic ideas involved. 

A more systematic treatment of the re­

lationships between coverage/content and 

net/gross errors is prOVided by the following 

.:xample: 

Let 

a 

b 

c 

d 

e 

the actual or true count of 
persons in category x in the 
population (in practice, this 
is unobservable) 

the census count of persons in 
category x 

persons in category x correctly 
included in the census and cor­
rectly reported in category x 

persons in category x incorrectly 
omitted from the census 

persons in category x correctly 
included in the census but 
reported in a category other 
than x 

persons incorrectly included 
in the census and reported in 
category x 

persons correctly included in the 
census but incorrectly reported 
in category x 

In this example, the correct population count 

for category x can be expressed, in terms of 

figure 1-1, as: 

a + b + c 
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The census count can be expressed as: 
pO 
x a + d + e 

Thus, the net census error for category x 

may be expressed as: 

pt pO a * b + a (a + d + e) 
x x 

b+a-d-e 

Figure 1-1. DIAGRAM SHOWING VARIOUS 
TYPES OF CENSUS ERRORS 

where: pC the population counted in 
the Census 

population reported in cate­
gory x 

NOTE: Shaded areas indicate groups truly 
belonging to category x, and the arrows 
with attached circles indicate where the 
groups b, c, d, or e should have been 
counted but were not. 

The result of b + a - d - e may be nega­

tive or positive. It represents the net error 

for the census category. Other estimates for 

a category x are defined as follows: 

b + a 

d+e 

census gross under count 

census gross overcount 

Sources of error: 

b + d 

b - d 

a + e 

a - e 

gross error due to coverage 
problems 

net error due to coverage 
problems 

gross error due to content 
mise la s sif ica t ion 

net error due to content 
misclassification 

Thus, error associated with "b" is not due 

to misclassification. Group "b" is in the 

correct category, but was incorrectly omitted 

from the census. Group "d" was erroneously 

enumerated and possibly misclassified. These 

are both problems of coverage. Groups "a" and 

"e" were not missed from the census, but were 

misclassified and thus are content errors. 

3.3 Sampl-Utg ve/L6u.6 YWrt.6ampLi.ng eNLo/t 

A final important distinction to be 

made in considering types of errors encoun­

tered in popula.tion and housing censuses is 

between sampling and nonsampling errors. 

Sampling error arises because information is 

not collected from the entire target popu­

lation, but rather only from some portion of 

the population. Through the use of scien­

tific sampling procedures, however, it is 

possible to estimate the range within which 

the true population value or parameter is 

likely to be with a known probability from 

the sample data. 

Nonsampling error, on the other hand, 

is defined as a residual category consisting 

of all other errors which are not the result 

of the data 'having been collected from only 

a sample rather than the entire target popu­

lation. These include errors made by re­

spondents, enumerators, supervisors, office 

clerical staff, key punch operators, etc. 

Experience suggests that for many, if not 

most, sample survey efforts in both develop­

ing and developed countries the contribution 

of nonsampling error to total survey error 

then exceeds that of sampling error. Nonsam­

pling errors are likely to have a major impact 

in a large-scale data collection program 

such as a population and housing census. 

Of course, in a census in which the popu­

lation is enumerated on a 100 percent basis 

for all data items, there is no sampling 

error. In this case, a census evaluation 

-----------------
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program would be directed entirely toward the 

measurement of nonsampling error. For censuses 

in which a subset of census data items are 

measured on a sample basis, both sampling and 

nons amp ling error would normally be assessed 

as part of the census evaluation program. 

Discussion of sampling error (that is, 

errors encountered in the census sampling 

operation, consisting of both sampling vari­

ance and sampling bias) is not considered in 

detail in this manual for two primary reasons: 

(a) the use of sampling in r.ensuses does not 

pose any unique problems beyond those encoun­

tered in any large-scale survey undertaking, 

and (b) there are numerous authoritative 

references on applications of sampling theory 

available elsewhere such that a comprehensive 

treatment in this manual would be redundant 

(Kish 1965; Hansen et al. 1953; Cochran 1953). 

Accordingly, the primary focus of the ma­

terial presented in this manual concerns the 

evaluation of nonsampling error in censuses of 

population and housing. Some sampling issues 

are covered in connection with the design of 

post-enumeration surveys in chapters 2 and 3. 

4. METHOVOLOGICAL FRAMEWORK FOR THE 
EVALUATION OF CENSUS ERRORS 

There exists a fairly large number of 

methods which can be applied in census eval­

uation situations. While the methods differ 

widely in terms of level of technical sophis­

tication, data requirements, and quality of 

results, a useful analytic framework or 

typology can be created by grouping methods 

on the basis of three criteria: (a) whether 

a single source of data (the census itself) 

or more than one source of data is needed, 

(b) for methods requiring multiple sources 

of data, whether or not matching on a record-

----------------------

by-record basis is required, and (c) the type 

of error to be measured (coverage or content, 

gross or net). A typology of census evalua­

tion methods based upon these three criteria 

is shown in figure 1-2. 

As indicated in figure 1-2, the available 

options for census evaluation purposes are 

quite limited when only the results of the 

census being evaluated are available. In 

such a case, only a handful of demographic 

methods are available. These methods are 

discussed in section 5 of this chapter and 

described in more detail in chapters 4 and 

5. If work assignments for the census are 

arranged in a manner such as that described 

in chapter 4, the additional option of eval­

uating the effects of operator variance on 

the census results becomes available. 

The existence of additional sources of 

data other than the census itself opens up 

a much wider range of options for census 

evaluation purposes. Under the heading of 

matching studies (that is, studies in which 

census records are matched on a one-to-one 

basis with records from another data source) 

are (a) post-censal matching surveys, (b) re­

interview surveys, (c) administrative record 

checks, and (d) comparison with existing 

ho.usehold surveys. These methods are de­

scribed briefly in section 6 of this chapter 

and in a more comprehensive fashion in 

chapters 2 and 3. 

Under the heading of non~atching studies 

are (a) demographic analysis using previous 

censuses, (b) comparison with administrative 

statistics, (c) ~omparison with data from exis­

ting household surveys, and (d) interpenetration 

studies. Brief descriptions of these.methods 

may be found in section 6 of this chapter and 

more systematic treatments in chapters 4 and 5. 
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Figure 1-2. TYPOLOGY OF METHODS FOR THE EVALUATION OF CENSUS ERRORS 

Type of Error 

Source (s) of Data and Methods Coverage Error Content Error 

Net Gross Net Gross 

Sin91e Source of Data: 

Demographic analysis of the census Xl xl 

Interpenetration studies conducted as part of the census x2 x2 

Multiple Sources of Data: 

Match i ng studies, 
Pos t- censa I match i ng surveys x 3 

x
3 

Reinterview surveys x 3 x 3 

Record checks x x x x 
Comparison with existing household surveys x x x x 

Non-matching studies, 
Demographic analysis using previous censuses Xl xl 
Comparison with administrative statistics Xl Xl 

Comparison with existing household surveys Xl xl 

lAS a practical matter, these methods do not enable the analyst to evaluate the relative 
contributions of coverage and content to total error. Useful information can, however, be 
obtained through the use of demographic models and the comparison of successive censuses (see 
Chapter 5). 

2This method does not provide a measure of the magnitude of deviation of.a census statistic 
from an expected value or a value presumed to be correct, but rather a measare of the vari­
ability of census responses attributable to different census operations (for example, inter­
viewers, coders, keyers, etc.). 

3Post-censal matching and reinterview surveys are typically conducted as part of the same 
post-enumeration survey (PES) operation. 

The reader should study figure 1-2 care­

fully before continuing with the rest of 

the manual and return to it after reading 

5. METHOVS BASEV UPON A SINGLE 
SOURCE OF VATA 

In the case where the only informa­

tion for evaluating the census comes from 

the census itself, methodological options 

essentially are limited to two choices: 

9 

the detailed descriptions of each method to 

obtain a clear picture of how the various 

methods fit together in an overall census 

evaluation strategy. Since the various me­

thods measure different components of census 

error and have different strengths and weak­

nesses, efficient allocation of evaluation 

r~sources must be based upon a thorough 

understanding of these differences in rela­

tion to the information that is sought from 

the census evaluation effort. 

(a) the use of selected techniques of demo­

graphic analysis, and (b) the use of inter­

penetration studies implemented as part of 

the census operation. As might be expected, 

the "power" of the evaluation methods based 

upon the results of the census itself is 

somewhat limited. Fortunately, many devel­

oping countries have conducted or will 
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have conducted at least their second census 

during the 1980 round of censuses. There­

fore, Some of the more powerful methods 

based upon the comparison of data from 

two or more sources can be used to sup­

plement the findings of analysis based 

solely upon examination of the current 

census results. 

5.1 VemogJc.aphJ.c. analy.6,w 

When only the results of the census it­

self are available, a number of techniques 

of demographic analysis can be used to pro­

vide some information on the likely magnitude 

of error in the data. One of the weaknesses 

of demographic methods for census evaluation 

purposes, however, is that they generally do 

not provide sufficient information to sep­

arate errors of coverage from errors in 

content. 

For the purpose of measuring census 

coverage, only very crude or approximate 

measures are generally possible. One simple 

procedure would be to check that each of the 

smallest geographic units identifiable in 

the census has a census population total 

associated with it. While there is no basis 

for evaluating the accuracy of the total, 

the lack of a figure for a geographic area 

assuredly indicates coverage error. 

Another approach to examining coverage 

error on the basis of a single census in­

volves the use of indices which are sensi­

tive to coverage error. For example, one 

might calculate the average number of per­

sons per household for small areas of the 

country. Extreme variations from the mean 

average household size for the country are 

likely to indicate either coverage error or 

the existence of special types of residen­

tial dwellings (hospitals, barracks, etc.). 

Comparison of average household sizes for 

urban and rural areas might also provide some 

indication of differential coverage since 

rural households tend to be larger, on aver­

age, than urban households in many developing 

countries. 

These are only illustrative of the type 

of rough coverage checks that could be made 

using the results of a single census. Other 

similar types of checks also are possible, 

but are likely to be as crude as those cited 

here and this limitation should be kept in 

mind when using them. As a practical matter, 

these types of checks are more useful in 

alerting the users of the data to the likeli­

hood of error than in providing information 

as to the magnitude or causes of the error(s). 

With respect to content error on the 

other hand, a somewhat more rigorous appli­

cation of demographic methods to data from a 

single census is possible involving the anal­

ysis of distributions or ratios for particu­

lar census characteristics. For example, 

tabulations of the proportion of ever­

married persons by age and sex or of the num­

ber of children ever-born to adult females by 

age could be examined to assess the smooth­

ness of the progression of these cumulative 

statistics. Irregular progressions or rever­

sals in proportions or means are usually 

indicative of errors in the marriage, fer­

tility, or age statistics, although it is 

difficult to determine the relative magnitude 

of error in each of the characteristics. 

Demographic analysts typically make 

extensive use of sex- and age-ratios in 

assessing data quality in censuses and sur­

veys. The reason for this is that these 

ratios "behave" in a rather predictable man­

ner in the absence of catastrophic events 

such as wars, serious famines or epidemics', 

and large-scale flows of international 
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migrants. Even for populations affected by 

these factors, the resulting effects on the 

age-sex distributions can usually be anti­

cipated and interpreted accordingly. 

Analyses of census age distributions can 

also be undertaken by means of comparisons 

with "stable" and/or "quasi-stable" age 

distributions from models. A stable age 

distribution is defined as the constant age 

structure that would evolve in a population 

which has experienced constant fertility and 

mortality over a fairly long period of time 

and is "closed" to international migration, 

while a "quasi-stable" age distribution re­

flects the effects of declining mortality. 

While actual populations are unlikely to meet 

these conditions of stability, quasi-stable 

population analysis of census age distribu­

tions has nevertheless proven to be a quite 

useful evaluative tool in situations where 

population age structures have not been 

affected by wide swings in fertility or 

international migration. 

Interpenetration studies have been used 

in a number of developed countries to esti­

mate the contribution of one or more census 

operations to overall census error. What is 

required to implement this technique is that 

the assignments of the census personnel whose 

work is being evaluated (enumerators, coders, 

key punch operators, etc.) be formed randomly 

or "interpenetrated." This method is closely 

related to experimental design methods for 

testing the effects of varying treatments 

on groups or samples of subjects. The basic 

obj ective of the technique is to assess the 

extent of variability, or variance, attri­

butable to different census operations. As 

such, the findings of interpenetration 

studies are especially useful for the purposes 

of improving operational control and perfor­

mance levels in specific operational areas 

in subsequent data collection activities 

(for surveys as well as censuses), although 

the results can also be used in developing 

measures of accuracy for census statistics 

from current censuses. 

To date, there have been relatively few 

instances of the implementation of interpene­

tration studies as part of censuses in devel­

oping countries. This may be due in large 

part to the difficulties involved in control­

ling these experiments across the various 

operational phases of a population and housing 

census or unfamiliarity with the method. 

With increasing experience and sophistication 

among statistical organizations in developing 

countries, however, it is likely that the 

use of interpenetration studies to identify 

the operational areas requiring further 

improvement will become more feasible. Ac­

cordingly, a description of the methodology 

for interpenetration studies is included 

in this manual (see chapter 3). 

6. METHODS BASED UPON COMPARISONS OF 
DATA FROM TWO OR MORE SOURCES 

The availability of information from 

sources independent of the current census 

opens up a much wider range of choices 

of census evaluation methods. In addition 

to there being a larger number of methodo­

logical options, the methods based upon 

comparison of two or more sources of data 

are considerably more powerful in terms of 

their ability to assess the relative contri­

butions of different types of errors and, 

to a somewhat lesser extent, their causes 

in comparison with methods based upon a 

single source of data. 
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As was indicated in figure 1-2, an impor­

tant distinguishing feature between methods 

under this heading concerns whether or not 

they are based upon case-by-case matching 

of census records with records from the 

supplementary source. Under the heading of 

"matching" studies are: (a) post-censal 

matching surveys, (b) reinterview surveys, 

(c) record checks, and (d) comparisons with 

existing household surveys. Methods not 

based upon record-by-record matching, or 

"non-matching" studies, include: (a) demo­

graphic analysis using previous censuses, 

(b) comparison with administrative data, 

(c) comparison with existing household sur­

veys, and (d) interpenetration studies. Each 

of these methods is described briefly below. 

6. 1 Ma.:tc. h.tng /.):tu.d.£u 

A common feature of the methods con­

sidered under this heading is that they 

require a matching operation in which indi­

vidual census records are matched against 

individual records from another data source 

to evaluate census coverage and/or the ac­

curacy of the census information for charac­

teristics covered in the census. The methods 

differ primarily in terms of the type of in­

formation which is matched against the census 

information. Another distinguishing feature 

is that two of the methods considered (post­

censal matching surveys and reinterview 

surveys) are typically conducted shortly 

after but in conjunction with the census, 

while the other two methods (record checks 

and comparisons with existing household sur­

veys) utilize information which is collected 

separately from the census, either on a 

regular basis (population or birth registra­

tion systems, for example) or only inter­

mittently (for example, demographic or other 

socioeconomic household surveys). 

6.11 Post-censal matching surveys.-­

A post-censal matching survey consists of 

the re-enumeration of an independently­

selected probability sample of the target 

census population and the subsequent deter­

mination of "coverage status" in the census 

on the basis of a record-by-record match. 

Ideally, an additional sample of census 

cases also should be drawn and enumerated 

to check for duplicates and erroneous in­

clusions in the census enumeration. The 

results from the sample cases are "weighted­

up" to measure coverage for the entire target 

population. The principles of "dual-system" 

estimation are typically utilized in making 

these coverage estimates. (See chapter 2 

for a discussion of dual system procedures.) 

If properly designed and executed, a 

post-censal matching survey can provide 

measures of both gross and net coverage 

error, as well as information on the com­

ponents of coverage error (misses, dupli­

cations, and erroneous enumerations). For 

example, coverage error caused by entire 

housing units or households being missed can 

be separated from those caused by indivi­

duals within enumerated households being 

missed, as can errors resulting during field 

enumera.tion from those occurring during the , 
census processing operations. This informa­

tion may provide clues as to the reasons for 

the errors, as well as methods that could 

prove useful in reducing such errors in 

future censuses and surveys. 

A more familiar name for a post-censal 

matching survey is a post-enumeration survey, 

or PES. Strictly speaking, the term post­

enumeration survey can be applied to any 

survey conducted after a census which is 

used to evaluate the census results. Typi­

cally, however, the term is used to describe 
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a sample survey undertaking which is con­

ducted shortly after a census for the primary 

purpose of evaluating the census. This defi­

nition of PES will be used in this manual. 

Within the context of this definition, 

it is important to distinguish between post­

censal matching surveys or studies, whose 

primary objective is to measure census cover­

age error, and (content) reinterview surveys, 

whose primary objective is to evaluate the 

extent of content error in the recorded cen­

sus characteristics of the population. While 

the term reinterview survey often is used 

synonomously with PES, its use in this manual 

will be restricted to refer to a survey whose 

objective is to measure content error. 

The distinction between post-censal 

matching surveys and reinterview surveys is 

an important one for methodological reasons, 

as well as with regard to the types of errors 

(that is, coverage versus content) being 

measured. As is described in detail in 

chapters 2 and 3, the methodological require­

ments of the two types of studies are some­

what different. It is possible, however, to 

combine the two studies into a single post­

enumeration survey effort. This has been 

done quite frequently in both developed and 

developing countries. 

6.12 Reinterview surveys.--As indicated 

above, a reinterview survey is designed to 

evaluate the accuracy of the recorded infor­

mation for selected census items. While 

discrepancies between the census and re­

interview survey information could occur 

for a variety of reasons (enumerator, coder, 

or key-punch errors, for example), the ob­

jective of reinterview survey evaluation 

exercises is to measure the broader concept 

of response error. As might be logically 

inferred from the description above, since 

census and reinterview responses to the ~ 

census items for the same individuals are 

required, only reinterview-survey records 

which are successfully matched to census 

records (that is, to the census record for 

the same individual) are considered in as­

sessing the extent of content error. 

In describing census reinterview sur­

veys, it is important to distinguish between 

two types of reinterview survey designs. 

These designs differ in terms of their meas­

urement objectives. The first type, the 

reinterview survey with a bias measurement 

objective, aims at measuring the extent to 

which the responses recorded in the census 

differ from the actual or "true" value of 

the census characteristic for the individual. 

In order to measure bias, the reinterview 

survey is designed to obtain more accurate 

data than were obtainable in the census. 

It is assumed that more accurate information 

can 'be obtained in the reinterview survey 

through the use of "preferred" data collec­

tion procedures, which for any number of 

reasons were not feasible for use in the 

census. Preferred procedures could include 

such things as the use of more highly quali­

fied and better trained interviewers, the 

use of more extensive probing techniques in 

soliciting responses to questionnaire items, 

and (most importantly) field reconciliation 

of differences between responses given in 

the census and reinterview situation. To 

measure "systematic" errors, or bias in 

the census data, the reinterview survey 

responses are assumed to reflect the "truth" 

(or at least are assumed to be more accurate 

than the census) and thus are used as a 

"standard" against which the census results 

are compared. 

In the second type of reinterview sur­

vey, one with a response variance measurement 
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objective, each person or housing unit is 

viewed as having a population of responses to 

a specific question which can be generated by 

independent repetition of the same survey 

procedures under the same general conditions. 

These conditions include such things as the 

questionnaire used, the method of obtaining 

responses, the method of recording responses, 

and the sponsorship of the survey. The cen­

sus obtains the first of these responses while 

the reinterview survey obtains the second by 

applying the same survey procedures under 

the same general conditions as existed in the 

census interview. The two responses are 

assumed to have been selected randomly from 

the population of responses and are compared 

to produce estimates of the average trial-to­

trial response variability, which is commonly 

referred to as a simple response variance. 

Neither of these two types of studies, in 

application, can meet its theoretical assump­

tions. The first type of reinterview survey, 

one with a bias measurement objective, is 

unlikely to obtain the "truth" in all cases 

since the survey is subject to some of the 

same types of errors as the census (i.e. the 

respondent may deliberately falsify responses 

or simply may not know the correct answer). 

There is also the problem of noninterviews 

and/or nonresponses to particular items. In 

the second case, the reinterview survey with 

a variance measurement objective, the condi­

tions of the original interview may not be 

duplicated in the reinterview as required 

conceptually to yield independent responses 

under the same general survey conditions. For 

example, a respondent may be conditioned to 

answer in the reinterview on the basis of the 

original reply to the census question rather 

than by attempting to answer the question 

independently. However, both techniques, 

if approached carefully, can provide useful 

information for census evaluation purposes. 

6.13 Record checks.--Information col-

lected on a routine basis as part of various 

types of registration/identification syst.ems 

often can provide valuable information for 

use in evaluating censuses of population and 

housing. A matching procedure similar to 

that used in evaluating a census on the basis 

of PES data is used under this approach. 

Under this procedure, a sample of records 

from the registration/record system(s) being 

used is selected and the relevant persons 

"traced" forward to the time of the census. 

The following are examples of the types of 

record systems which can be used to evaluate 

census results: 

(1) Lists of persons enumerated in a 
previous census 

(2) Registers of births during the inter­
censal period 

(3) Lists of students enrolled in schools, 
colleges, and universities 

(4) Citizen identification cards 

(5) Voter registration lists 

(6) Registration lists of operators of 
motor vehicles 

(7) Records of national health and social 
security systems 

(8) Records of newly constructed housing 
units 

(9) Reg isters of households 

(10) Immigration register 

Since matching is performed on a case­

by-case basis, record checks can be used to 

measure both coverage and content error in 

-------~--------
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the census results. The three major condi­

tions which must be met for record checks 

to represent a viable option for census 

coverage evaluation purposes are as follows: 

(1) The record system must include clearly 
defined segments of or the entire tar­
get population covered in the census 
and should be substantially complete; 
that is, a large proportion of all 
applicable persons or events should 
be covered in the system, 

(2) The record system must be independent 
of the census; that is, the probability 
of an individual being covered by the 
record system must be un~elated to 
the probability of that person being 
counted in the census, 

(3) The information provided by the record 
system should be sufficient to ensure 
that matching can be performed accu­
rately. 

If record checks are to be used for content 

evaluation purposes, it is also necessary 

that the record system contain information 

on at least some of the items covered in the 

census (for example, age, education, income, 

etc.) and that the definitions used in the 

record system be the same or very similar 

to those used in the census. 

In actual practice, these conditions are 

rarely fully met, particularly the conditions 

of independence and completeness of coverage 

of the rec~rd system. Despite these limita-

tions, the information resulting from record 

checks can provide considerable insight into 

levels and patterns of coverage and content 

error in population and housing censuses. 

Among the countries which have used some form 

of record checks to evaluate censuses are 

Belgium, Canada, Denmark, Finland, Gibraltar, 

Guatemala, Honduras, Israel, Italy, the 

Netherlands, Norway, Sweden, Taiwan, the 

United States, and Yugoslavia. 

6.14 Comparison with existing household 

surveys.--Theoretically, any sCientifically­

designed probability sample of housing units, 

households, or individuals can be used to 

evaluate a census in roughly the same manner 

as was described above in connection with 

post-enumeration surveys. The same basic 

principles apply to the use of either one­

time (ad hoc) or continuing surveys for 

census evaluation purposes as apply to post­

enumeration surveys, the two most important 

principles being the independence of the 

survey from the census and the sufficiency 

of the information collected in the survey 

to enable the survey records to be matched 

against the census records to assess cover­

age in the census. The importance of con­

sistent definitions of characteristics noted 

above in connection with record checks also 

applies if existing surveys are to be used 

to evaluate census content. As was the case 

with the methods discussed previously, these 

essential conditions are rarely fully met. 

The rationale for the use of household 

surveys to evaluate censuses in a case-by-case 

match lies in the fact that, because of their 

smaller scale, greater operational control can 

be maintained in comparison with a large-scale 

undertaking such as a census, with the result 

that survey data often are thought to be of 

higher quality than census data. This is more 

likely to be the case for surveys conducted 

on a repetitive or continuing basis than 

for surveys conducted on a one-time or in­

termittent basis due to more intensively 

trained and experienced personnel. How-

ever, it should be noted that the timing 

of the survey in relation to the census is 

a critical factor. With surveys taken a 

long time prior or subsequent to the census, 
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the difficulties involved in covering the 

census population (that is, the target popu­

lation or universe for the census) are 

likely to be considerable because of the 

confounding effects of births, deaths, and 

migration during the intervening period; On 

the other hand, it is likely to be quite 

difficult to maintain independence in major 

survey undertakings conducted shortly before 

or after a census. 

Among the countries which have used 

existing household surveys for census cover­

age or content evaluation purposes are the 

Federal Republic of Germany, Israel, Japan, 

and the United States. 

6.2 Non-matching ~tud~~ 

Non-matching studies, that is those 

which are not based upon the matching of 

individual census records with records from 

another source, range from a quite basic 

computation of an "expected" census count of 

population based upon a previous census 

total and an assumed rate of intercensal 

growth, to more elaborate procedures based 

upon separate projections of each of the 

components of population change (that is, 

fertility, mortality, and international 

migration) and the use of administrative data 

and existing household surveys to derive an 

expected population estimate. Generally 

speaking, this group of methods may be de­

scribed as "demographic methods", although 

this general concept allows for considerable 

variability in terms of level of methodologi­

cal sophistication and quality of results. 

In the discussion below, methods are 

grouped into three categories as follows: 

(a) demographic analysis using previous 

censuses, (b) comparisons with administra­

tive records, and (c) comparisons with 

existing household surveys. 

6.21 Demographic analysis using pre­

vious censuses.--Methods in this category, 

as the category heading implies, use infor­

mation on the size and composition of the 

population from a previous census along with 

actual data on or assumptions about the rate 

of change in the components of population to 

derive an "expected" population count. This 

"expected" population is then compared with 

the population enumerated in the census 

being evaluated to assess its accuracy. 

The most basic of these procedures con­

sists of applying an assumed rate of inter­

censal population growth to the enumerated 

population from a previous census to esti­

mate the population expected at the time 

of the current census. A variant of this 

procedure would consist of the application 

of different assumed growth rates for vari­

ous subpopulations (regions or provinces, 

for example) to obtain expected population 

for each subgroup. 

Another fairly simple procedure involves 

the use of the population balancin& equation 

to estimate the expected population at the 

time of a current census. Under this pro­

cedure, the number of births, deaths, in­

migrants and out-migrants are added to or 

subtracted from the population enumerated in 

a previous census to calculate an expected 

population size and composition which serves 

as the basis for evaluating the current cen­

sus. Of course, this procedure is dependent 

upon the existence of an essentially com­

plete registration system of births, deaths, 

and international migration, a target which 

has not yet been attained in many countries. 

In countries with incomplete registra­

tion systems, an alternative to the direct 

use of the population balancing equation is 

to estimate the number of intercensal 

births, deaths, and net migrants on the basis 

------.. ~----~.------------------~-.--------- --._.- -------
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of assumptions regarding the level of and 

trends in fertility, mortality, and migra­

tion during the in tercensal per iod. Under 

this approach, assumed or estimated fertility, 

mortality, and migration rates are applied 

to the population enumerated in a previous 

census to "proj ect" that population forward 

to the date of the current census. This 

projected population is then compared to the 

population enumerated in the current census 

to assess its accuracy. Assumptions regard­

ing levels and trends in the components of 

population change can be and typically are 

developed from the results of demographic 

surveys conducted during the intercensal 

period, or even from the previous census 

using indirect techniques for the estimation 

of demographic parameters. 

6.22 Comparison with administrative 

records.--In some situations, it is possible 

to evaluate the accuracy of census results 

for at least some subpopulations through 

direct comparison with administrative sta­

tistics collected for other purposes. These 

comparisons yield information on the accuracy 

of the total count and possibly the compo­

sition of the population enumerated with 

respect to selected important characteris­

tics (for example, age and sex). Examples 

of the types of administrative record sys­

tems which might be considered for use 

in this manner are records of baptisms, 

household registers, school enrollment 

data, and/or social security insurance 

systems. 

6.23 Comparisons with existing house­

hold surveys.--The rationale for using exist­

ing household surveys to evaluate a census 

on a non-matching basis (that is, where no 

attempt is made to match individual census 

and survey records) lies in the fact that 

sample surveys are often less affected by 

nonsampling error than censuses. As noted 

previously, this is due in large part to 

the greater operational control that can 

be maintained in a sample survey situation 

in comparison with a census. As a result, 

survey data on population characteristics 

also measured by a census often are con­

sidered to be more accurate than the census 

results. 

The use of existing household surveys 

on a non~atching basis for census evalua­

tion purposes is limited by two primary 

factors. First, unlike a complete enumer­

ation, the survey estimates are affected 

by sampling error which must be taken into 

consideration when comparing the census and 

survey data. Second, the timing of the 

household survey being considered in rela­

tion to the census is a critical factor. 

If the reference date for the survey is too 

far removed from the census date, compar­

isons between the two sets of estimates 

will include differences arising simply 

because the population size and composition 

with respect to important characteristics 

had changed during the intervening period. 

In such a case, it is difficult to separate 

errors from actual changes in important 

characteristics of the population being 

studied. These factors significantly limit 

the use of household surveys for evaluating 

censuses on a non~atching basis, although 

some useful information can be obtained ~f 

the analyses are approached carefully. 

7. RELATIVE STRENGTHS ANV WEAKNESSES 

Each of the methods described in the 

previous sections of this chapter has 

strengths and weaknesses associated with it. 

In considering the relative merits of the 

different approaches, the following criteria 

should be taken into account: 
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(1) The types of errors which are measure­
able by each method; 

(2) The number and types of assumptions 
which must be made in order to apply 
the method; 

(3) The degree of difficulty typically 
encountered in satisfying the necessary 
assumptions and the consequences of 
failure to do so; 

(4) The level of technical and financial 
resources required to implement the 
complex operations. 

Since methods classified under each 

of the general approaches outlined in fig­

ure 1-2 tend to share the same strengths 

and weaknesses, the discussion below is 

organized in terms of comparisons among 

these general approaches. Strengths and 

weaknesses specific to each method are also 

indicated, however. 

7.1 Mdhod6 ba..6ed upon. .6-tn.g.te VeJL6U.6 
m~p.te .6OUJtc.e6 06 data. 

Generally, methods based upon a single 

source of data (that is, the census itself) 

provide less insight into the magnitude and 

types of error present in the data than do 

those based upon comparisons of two or more 

sources of data. For example, age and sex 

distribution analyses, either by means of 

analyses of age-sex ratios or stab1e/quasi­

stable pppulation analysis, provide a gen­

eral impression of the quality of the cen­

sus results, but provide little insight 

on the relative contributions of coverage 

and content error or on the issue of bias 

versus variance. These types of analyses 

tend to be most useful when the results can 

be compared with results obtained by other 

methods (for example, estimates of net 

coverage error by age derived from a PES 

or other type of matching study). 

An advantage of this type of eval­

uation study, of course, lies in the fact 

that it does not require additional data 

to be collected for evaluation purposes, 

nor are sophisticated designs and time­

consuming matching operations required. 

Since many national statistical offices in 

developing countries have qualified demo­

graphic statisticians on their staffs, there 

is often no need for significant increases 

in staffing levels or for technical 

assistance in carrying out this type of 

evaluation. In view of these factors, it is 

generally desirable to carry out this type 

of evaluation exercise even when other 

methods also are used in order to provide a 

more comprehensive picture of the quality 

of census data. 

Interpenetrating surveys, if properly 

designed and executed, can provide consider­

able insight into the relative contribution 

of component errors at different operational 

stages to total census error. Their pri­

mary use lies in the identification of the 

operational areas in which improvements 

are needed for future censuses. These 

surveys also provide measures of variance 

associated with various operational stages 

for the current census which can be used as 

input in calculating measures of accuracy 

for selected census items (see chapter 3 for 

further details). They do not, however, 

provide evidence on the relative magnitude 

of coverage versus content nor net versus 

gross error, and thus may be most useful in 

countries with previous exp~rience ip census 

evaluation and/or in conjunction with other 

evaluation methods. 

The United States has used interpene­

tration studies with much success since 

about 1950. More than any other c9ntent 

evaluation study, the interpenetration study 

has shaped the design of the census. The 

method has a number of drawbacks, however. 
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Interpenetration study design and analyses 

require technical personnel with advanced 

statistical skills, a serious disadvantage 

when such resources are scarce. From an 

operational perspective, the field procedures 

can be made relatively simple and can be 

carried out by the regular field staff with 

some additional training. However, more 

record keeping is required to record the 

unique enumerator identifier associated with 

every census questionnaire in the study 

sample. Moreover, additional supervision 

is required to ensure that procedures are 

being followed, i.e., the relevant infor­

mation is captured and the study enumerators 

are maintaining their interpenetrated 

assignments. Periodic site visits by 

the project leaders are mandatory. 

From a cost perspective, the major 

disadvantage is the increased enumerator 

travel costs, since study enumerators 

cover twice the area covered by the 

conventional enumerators. Of course, the 

additional training, record keeping, and 

supervision also add to the cost increases. 

Despite these disadvantages, inter­

penetration studies provide useful 

information which is available by no other 

means. For small areas, especially, the 

correlated component of enumerator variance 

is believed by many to be the major 

component of nonsampling variance. The 

degree of control required to execute 

these studies, and the level of statistical 

sophistication required to analyze the 

resulting data may discourage many countries 

from tapping its true potential. 

7.2 Matc.lUng VeMu.6 non-matc.lUng J.ltu..cUu 

The primary advantage of matching over 

non-matching studies lies in their ability 

to provide separate estimates of various 

types of error; that is, coverage versus 

content and net versus gross. Non-matching 

studies, because they consider the census 

results at the aggregate level rather than 

at the level of individual housing units, 

households, or persons, provide only esti­

mates of net census error. Further, it is 

often difficult to discern the relative 

importance of coverage and content error 

from non-matching studies, and in many 

cases conclusions on this matter must be 

based upon the judgement of the analyst 

and/or upon indirect rather than direct 

evidence. 

Where at least two censuses and rea­

sonably accurate information on levels of 

fertility, mortality, and migration are 

available, demographic analyses can pro­

vide defensible and consistent estimates 

of census coverage (at least at the national 

level) and substantial evidence on the over­

all quality of census age data. However, 

since estimates of census error are derived 

as "residual" differences between the actual 

and expected census counts, it is important 

to have fairly accurate information on 

levels of fertility, mortality, and migra­

tion. The accuracy of estimates of census 

error derived from demographic analyses of 

successive censuses depends entirely upon 

the accuracy of the information from the 

previous census and on the components of 

population change. Where this information 

is of uncertain quality, it is often 

difficult to determine what portion of the 

estimated census error to ascribe to errors 

made during the census being evaluated as 

opposed to errors attributable to the data 

used in the calculation of the expected 

population. 

~-~--~ -~ --~------- ------~------~------~ 
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Aggregate-level comparisons of census 

results with administrative data and exist­

ing household surveys, on the other hand, 

are affected by coverage and completeness 

of the data being compared to the census. 

In the case of administrative data, an 

assessment must be made as to the relative 

completeness of these data as well as to 

the net effect of differential biases 

which might exist in the two sets of data 

being compared. With regard to household 

surveys, both the effects of sampling 

error in the survey estimates and the 

extent of possible correlation bias 

between errors in the census and, the 

survey need to be taken into account. The 

latter problem is often inevitable when a 

previous census is used as a sampling 

frame for the survey and coverage errors 

in the two censuses are correlated. 

While being able to provide separate 

estimates of coverage and content or net 

and gross error, different requirements 

apply in the implementation of matching 

studies. The most readily apparent of these 

is the significantly higher levels of 

technical, managerial, and financial re­

sources. The additional resources required 

to design and implement a matching study 

and analyze the results are common to each 

of these methods. In the case of post­

enumeration surveys, an additional round 

of data collection also has to be under­

taken 'prior to the matching operation. 

Aside from these greater operational 

demands, the major difficulty arising in 

the implementation of matching studies 

involves the extent to which the theoretical 

assumptions of the underlying methodology 

can be satisfied in actual practice. 

Typically, biases of several types are 

present (and to a large extent unavoidable). 

Response correlation bias results from the 

fact that the two data systems being 

compared are not in fact independent; that 

is, the probability of a subject being 

covered in the census is correlated with 

the probability of being covered in the 

second data system. Matching bias results 

because the rules and information used in 

conducting matching operations are imperfect 

and errors are made in determining "match­

status. II Out-of-scope bias arises when 

persons who should not have been are 

included in either system of data being 

compared. 

In general, correlation bias tends to 

be relatively low in the case of record 

checks since the causes of omissions and 

erroneous inclusions are substantially 

different than those encountered in 

censuses and surveys. Matching bias, on 

the other hand, can be more readily 

controlled in a PES than in other matching 

methods because the data collection proce­

dures can be designed specifically to 

facilitate matching. 

Considerable effort must be made in 

the conduct of matching studies to minimize 

these biases to the extent feasible. To a 

large degree, the quality of results of 

matching studies are determined by the ex­

tent to which these biases can be minimized, 

although bias can never be eliminated fully 

in actual practice. 

Finally, it should be noted that the 

range of census characteristics which may 

be evaluated with a matching study is 

considerably larger than is generally 

possible in demographic analyses, which 

are often demoted to the assessment of the 

accuracy of census age and sex data. 

---~----------------------- --------------.--------
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7.3 Ba4~ 60~ cho~ce 06 methodology 
Due to the unavailability of suffici­

ently reliable record and/or registration 

systems, the primary methodological options 

for census evaluation purposes in many 

countries are demographic analyses and the 

implementation of a post-enumeration 

survey. 

Since demographic analyses are 

typically undertaken in connection with 

censuses irrespective of whether a PES is 

conducted, the critical decision often 

comes down to whether or not to conduct 

a PES. This decision must be based upon 

judgement as to whether the cost of a 

PES can be justified on the basis of the 

additional information to be gained. 

An important factor in this decision 

concerns the quality of demographic data 

available. Since demographic methods for 

estimating census errors, particularly 

coverage errors, are not very reliable 

unless reasonably accurate information is 

available on fertility, mortality, and 

migration levels and trends, the absence 

of reliable information should dictate 

caution in adopting demographic studies as 

the sole basis for evaluating census 

coverage. This caution is especially rele­

vant in countries where the level of inter­

national migration is substantial, since 

migration data are almost always of lower 

quality than are data on fertility and 

mortality. 

In the situations of many developing 

countries, the PES approach may be the only 

reliable means of evaluating census errors, 

particularly coverage error. The difficul­

ties involved in controlling biases in 

a PES should, however, be borne in mind. 

In particular, several developing countries 

have experienced difficulty in controlling 

response correlation bias, resulting in 

estimates of census error which were thought 

to represent a "lowe'r bound" of the actual 

degree of error in the census. 

Nevertheless, an increasing number of 

developing countries have undertaken PES 

evaluation studies in recent years. An 

indication of the extent to which PES has 

been used to evaluate census results in 

developing countries is provided in figure 1-3. 

Figure 1-3. DEVELOPING COUNTRIES IN WHICH 
POST-ENUMERATION SURVEYS WERE CONDUCTED IN 

CONJUNCTION WITH THE LATEST CENSUS 

Region/ Year of 
Type of 

Country Census 
Error Measured 

Coverage Content 

AFRICA 

Alger i a ........ 1977 x x 
Botswana ....... 1981 x 
Burk i na-Faso ... 1975 x x 
Burundi ..•..... 1979 x 
Cameroon ....... 1976 x 
Camoros ........ 1980 x 
Guinea-Bissau .. 1979 Planned Planned 
Ivory Coast .... 1975 x 
Madagascar ..... 1975 x 
Malawi ......... 1977 x 
Morocco. " ..... 1982 x 
Seyche lIes ..... 1977 x 

ASIA 

Bangl adesh ..... 1981 x x 
Burma .......... 1981 x x 
China (P.R.C.). 1982 x x 
Cyprus .....•... 1982 x 
I ndi a ... " ..... 1981 x x 
I ndones i a .•.... 1980 x 
Korea ......... , 1980 x x 
Ma 1 ays i a ....... 1980 x x 
Pakistan ..•.... 1981 x x 
Phi 1 ippines .... 1980 x ,~ 

Sri Lanka ...... 1981 x x 
Tha i land ....... 1980 x x 
Yemen (Sanaa) .. 1975 x 

LATIN AMERICA 

Argent ina ....•• 1980 x x 
Bol ivi a .....••• 1976 x x 
Brazi I .. " ....• 1980 x x 
Colombia .....•• 1973 x 
Cuba ..•.....••• 1981 x x 
Mex i co .. " ..•.• 1980 x x 
Uruguay. " .•••• 1975 x x 
Venezuela ...••. 1981 x 

*Metro Manila only 
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All countries which conducted some form 

of PES in conjunction with their most recent 

census (based upon available information) are 

listed in figure 1-3, along with the year of 

the census and type of error studied (coverage/ 

content). As indicated, the number of coun­

tries undertaking PES studies in connection 

with their last census is substantial, although 

it should be noted that the PES designs imple­

mented in these countries are subject to 

considerable variability. Several other 

countries (Niger and Senegal, for example) 

conducted "control" surveys in connection with 

their most recent censuses (1977 and 1976, 

respectively), but these were implemented 

apparently more for quality control than 

error measurement purposes and as such were 

not included in figure 1-3. In addition, 

several countries (Colombia, Egypt, Senegal, 

Somalia, and Yemen) were preparing for 

the implementation of a PES in connection 

with their 1985 or 1986 censuses at the time 

of preparation of this manual. 

Profiles of PES studies with coverage 

and content error measurement objectives 

for selected countries are provided in 

chapters 2 and 3. 
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Chapter 2. STATISTICAL EVALUATION OF COVERAGE ERROR 

1. INTRODUCTION 

No matter how carefully a statistical 

office conducts a census program, errors in 

the coverage of the census are inevitable. 

Two types of coverage error will be discussed 

in this chapter: undercover age and erroneous 

enumerations. Undercoverage in a census re­

sults from erroneously omitting a person, 

housing unit, or household. Severe under­

coverage can lead users of the census data to 

question the validity or even utility of·the 

results. If the rate of undercoverage is 

different among major population subgroups, 

the census can present distorted statistics 

for the group the data represents. 

Normally less frequent, but nevertheless 

of concern, are erroneous enumerations in the 

census. Erroneous enumerations are defined 

as persons, housing units, or households that 

were enumerated when they should not have 

been, or enumerated incorrectly. This in­

cludes duplicate or multiple enumerations, 

such as enumerations that should not have 

occurred because the persons or housing units 

do not exist (called "curbstone" cases) or 

enumerations that are misassigned according 

to geograohic or demographic subgroup. Du­

plicates or curbstone cases will lead to in­

correct census totals at all levels in the 

statistics tabulated from the census, while 

enumerations that are incorrectly assigned 

according to geographic or demographic sub­

groups will be correctly represented at the 

highest levels of statistical aggregation, 

but may introduce biases into the estimates 

of census coverage error. 

This chapter presents alternative meth­

odologies for the estimation of coverage 

error in censuses of population and housing. 

More specifically, attention is directed to 

studies based upon direct matching with census 

records to determine who was and was not 

enumerated in a particular census. Non­

matching studies are described in chapters 4 

and 5. 

In view of its wider applicability to 

developing country settings, the major em­

phasis of the material presented in this 

chapter is on the methodology of a post enu­

meration survey (PES). Following this, 

alternative methodologies based upon longitu­

dinal tracing studies and the use of network 

(multiplicity) sampling are described briefly. 

The chapter concludes with a series of short 

profiles of census coverage studies which 

have been undertaken in both developed (the 

United States and Canada) and developing 

countries (Korea, Paraguay, India, and Bangla­

desh). The latter material is included in 

order to provide some indication as to alter­

native study designs which have been attempted 

under varying conditions, as well as some of 

the problems which have been encountered under 

these designs. 

2. POST ENUMERATION CENSUS MATCH STUDY 

A post enumeration survey (PES) census 

match study generally serves four purposes: 

(1) The PES can indicate to data users where 
specific coverage problems occur in the 
census data and quantify these errors; 

(2) The PES can provide guidance to census 
planners in designing future censuses, 
i.e., efforts can be made to improve 
coverage in difficult-to-enumerate sub­
groups of the population; 

(3) Aside from identifying difficult-to­
enumerate subgroups of the population, 
the PES can identify problem or erroneous 
procedures used in the census. Since 
the PES is a case-by-case match study, 
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situations which lead to units being 
procedurally missed or erroneously enu­
merated will become apparent; 

(4) If the data problems in the census are 
sufficiently severe to warrant an adjust­
ment of the census, the PES can provide 
detailed information to be used in ad­
justment models. Adjustment technologies 
will be described in chapter 6. A later 
portion of this chapter will discuss the 
sample design of the PES, and how the 
sample can be designed to facilitate an 
adjustment. 

The post enumeration survey actually 

consists of two separate coverage studies. 

The key elements are: 

(1) A survey conducted using a sample drawn 
from a sampling frame independent of the 
cepsus being evaluated. Persons and 
households from this survey are matched 
to the census to estimate the number of 
persons missed in the census. 

(2) A survey conducted using a sample drawn 
from persons enumerated in the census .. 
This sample is reenumerated to determine 
if the sample person or unit was erro­
neously enumerated. Estimates of erro­
neous enumerations include counts of 
persons or units that are duplicates in 
the census, persons or units that should 
not have been enumerated in the census, 
and persons or units that are incorrect­
ly located according to geography (mis­
placed geographically). 

The next section of this chapter de­

scribes a statistical model used to combine 

the results of the two surveys and to generate 

estimates of the net undercount in the census. 

Succeeding sections describe how misses and 

erroneous enumerations are defined and 

measured. 

To develop estimates of coverage combin­

ing the results of the two surveys, one must 

use a statistical model. The model indicates 

how errors in the census occur as a stochas-

tic process and how an appropriate estimator 

of census undercoverage may be derived. This 

section presents a simple derivation of the 

dual system estimator, followed by a modifi­

cation of the estimator to allow for erroneous 

enumerations in the census and measurement 

problems in the PES. 

2.11 Modeling census misses.--The model 

for coverage evaluation was originally devel­

oped for use in biometric studies to estimate 

the size of closed populations. A closed 

population in the biometric sense is one in 

which the composition of the population remains 

relatively unchanged over the time the study 

is being conducted: there are no births or 

deaths, and there is no immigration or emi­

gration. The earliest uses of the technique, 

known in biometrics as capture-recapture esti­

mation, was for the purpose of estimating the 

sizes of wildlife populations. An example 

is given to indicate how the model was origi­

nally derived. 

Consider a lake with no inlets or outlets. 

It is desired to estimate how many fish are in 

the lake. Assume the fish are uniformly and 

randomly distributed throughout the lake. We 

take a net and "capture" as many fish as 

possible in one catch. The fish are counted 

(and the total denoted N ), tagged, and re-
I 

leased back into the lake. The tags do not 

injure or affect the fish in any way. After 

sufficient time has pa~sed for the fish to 

redistribute themselves randomly throughout 

the lake (but not so long a period that one 

might encounter births or deaths of any fish), 

another net is cast into the lake and a second 

catch is taken. These fish also are counted 

and denoted N. A separate tally is also 
2 

made of fish tagged during the first catch 

who were "recaptured" in the second catch, 

denoted M. We now have three totals, and the 

captures can be distributed as in figure 2-1 

below. 

_ .. _.---_ .. -------- ----" ----
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Figure 2-1. DISTRIBUTION OF CAPTURES IN A 
CAPTURE - RECAPTURE STUDY 

Second Capture 

Fi rst 
Capture Total Caught 

Not 
Caught 

Total ...... . N 
2 

Caught ....... . M 

Not Caught. .. . 

where 

N = the number of fish caught in the 
1 first attempt 

N = the number of fish caught in the 
2 second attempt 

M = the number of fish caught in both 
attempts 

NT = the total number of fish in the 
lake 

The objective of the exercise is to esti­

mate NT' the number of fish in the lake; but 

the number of fish not caught in either 

attempt remains unknown to this point. To 

model the capture process, the capture of a 

fish is conceptualized as a stochastic event, 

or more specifically, a Bernoulli event. This 

implies that the counts of fish caught, M3 N 3 
1 

and N , are random variables (the sums of 
2 

Bernoulli outcomes). If the probability that 

a fish will be caught in the first attempt is 

'a" for each fish, and "b" in the second 

attempt, and the two captures are independent 

of each other, the expected values of the 

random variables M3 N 3 and N may be evalu-
1 2 

ated as follows: 

2.1) E(M)=abN
T 

2.2) E(N1)=aN
T 

(2.3) E(N
2

)=bN
T 

(by independence of 
events) 

An estimator may be obtained by substitu­

tIng the observed data values for the expected 

values of M, N , and N , and substituting 
1 2 

equations (2.2) and (2.3) into equation 

(2.1) . Thus, 

(2.4), M = abNT = aNT bN
T 

NT 

N N 
_1 __ 2 

NT 

Rearranging terms in (2.4) and we have: 

(2.5) 
N N 

N = 1 2 
T -M-

2.12 The model applied to censuses under 

perfect conditions.--In a census evaluation 

application, the theory is exactly the same 

as the capture/recapture study described in 

section 2.11, except that human populations 

require slightly different assumptions. 

Suppose that the first capture is the census 

and the second capture is the PES. Let N c 
(replacing N ) 

1 
be the census count, and N 

p 
(replacing N ) be the 

2 
weighted sample total 

from the PES. Np represents the total number 

of people (or units) to be found if the entire 

sampling frame used for the PES sample were 

contacted. It is critical, of course, that 

the sampling frame is independent of the census. 

For estimation purposes, it is best to have as 

complete a frame as possible so as to minimize 

the variance of the estimate and the number 

of persons (units) not found in either data 

source. The random variable M represents the 

number of people (units) "captured" in the 

PES who were enumerated in (are matched 

against) the census. The estimate is made 

in exactly the same way as in equation (2.5). 

Note that there are a number of assump­

tions that have to be satisfied in applying 

the model to human populations. The model 

assumes that matching of persons and units is 
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done perfectly between the two sources, that 

there are no multiple observations of indivi­

duals in either source, and that the two 

sources are independent. This latter assump­

tion must be built into the design of the 

study by keeping the PES as independent as 

possible from the census. Therefore, the 

frame for the PES sample must be independent 

from the census. Perhaps the best choice for 

a sampling frame would be a current updated 

listing of the previous census or an area 

sample based on a recent listing of areas. 

Other requirements for keeping the two sources 

independent are using interviewers for the PES 

who are different from those used for the 

census and processing the PES separately from 

the processing of the census to avoid cross­

contamination. The PES sample used to esti­

mate census misses will be referred to as a 

"P-sample" in the following discussion in 

order to differentiate it from the evaluation 

sample drawn from the census, which shall be 

referred to as the "E-sample." 

2.13 The model applied to censuses under 

less than perfect conditions.--There are sev­

eral types of errors that can affect the esti­

mation procedure described above: 

(1) The census may contain duplicate or 
multiple enumerations. 

(2) Housing units listed in the census may 
be correctly enumerated but allocated 
to the wrong geographic area. 

(3) Members of a housing unit may be enumer­
ated in the wrong location or may not be 
in scope for the census (i.e., should 
not have been counted at all). 

(4) Members of a housing unit may be in­
completely enumerated so that there is 
insufficient identifying information 
for an individual. 

Any of these factors can introduce bias 

into the estimation of the total population 

size. To measure or counter the affect of 

each of these factors, a second sample is used 

to provide correcting factors to the estima­

tion process. This second, or E-sample, is 

drawn directly from the census for the same 

area and using the same stratification as the 

sample described in the previous section. 

A followup enumeration is conducted at 

each of the households in the E-sample and 

several pieces of information are collected. 

When the sample housing unit is initially 

contacted, the geographic location is checked 

and compared to the geographic location 

recorded for that housing unit in the census. 

If the locations differ, the case is reviewed 

(usually by a third party) and a determination 

is made as to whether the original geographic 

coding in the census was correct or incorrect. 

The reason for checking geographic coding is 

that housing units incorrectly located in the 

census is unlikely to be found when- the PES 

match is conducted, unless unlimited resources 

are available to search. Thus, although the 

housing unit is correctly enumerated in the 

census, none of the occupants can be found or 

matched. As a result the census total, N , c 
will be correct, but the match total, M, will 

be too low. The method to correct the match 

total is presented in section 2.14. 

In the enumeration undertaken for this 

sample, the interviewer ascertains for each 

occupant of the sample housing unit whethe~ 

the occupant listed in the census actually 

exists (there are sometimes cases which are 

fabricated in the census by overzealous census 

enumerators) and whether that individual was 

correctly enumerated at that address in the 

census. A count of the number of persons who 

should not have been enumerated at that 

address is obtained for each household. In 

the case of census fabrications, these "non­

persons" should be subtracted from the census 
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totals since they don't exist. In the case 

of incorrect enumeration, if the PES interview 

was conducted correctly following the census 

enumeration procedures, the PES interview 

will either not list the individual (out-of­

scopes) or have them listed at another address, 

and in neither case will there be a match. 

In this case the census totals, N , are in-
a 

correct and there should be no matches. 

There are two further operations to be 

conducted in the PES processing office. For 

the area of search specified for the match 

portion of the PES operation, the sample cases 

drawn from the census should be compared to 

all other census returns in the same area. 

This comparison should be done for each per­

son listed on the sample unit return to deter­

mine whether there are any duplicate enumera­

tions in the same area. Duplication in the 

census will cause the census total, N , to be a 
overstated, though the number of matches made 

from the PES sample, M, will be correct. 

Finally, there will be cases in the cen­

sus which have insufficient information for 

matching to the PES sample. Although tallied 

into the census (probably as a result of im­

puting much of the missing information) so· 

that the census total, N , is correct, the a 
match cannot be completed and the match total, 

M, will be understated. 

There are four totals that can be obtain­

ed from this second sample and from the com­

puter files of responses. They are designated 

as: 

G the number of persons incorrectly 
located geographically in the census 

E the number of persons incorrectly 
enumerated in the census (fabricated 
or not in scope) 

D the number of duplicate enumerations 
in the census 

----~ .. --~-

I the number of persons who are enumer­
ated in the census but have insuffi­
cient information for matching 

2.14 The estimate of the total popula­

tion size and the net undercount rate.--Equa­

tion (2.5) provides the estimator of the 

total population size when the data used in 

the capture-recapture study are without error. 

When errors are present, the census totals 

have to be adjusted to remove duplicate enu­

merations, fabrications, and cases which have 

no chance of being matched. The final esti­

mator of the total population size is 

(2.6) N 
P 

(N - G - E - D - I) 
a 

M 

The net undercount rate, Rn' can be calculated 

as the total census count relative to the esti-

mate of the total population size, or 

N MIN 
(2.7) 

RN 
c P 

NT (N - G - E - D - I)IN 
c a 

2.2 Att~~~ve p~oee~eh nO~ ~~eh a~d 
~o~eo~ e~um~~o~ 

The method for conducting a matching 

operation and forming an estimate depends on 

the survey procedures and definitions chosen 

for the PES. There are three basic procedures 

that can be used in a PES to evaluate coverage 

in a census. The procedures differ in the 

treatment of "movers"; that is persons whose 

location at the time of the PES differ from 

their location at the time of the census. 

2.21 Procedure A.--This procedure recon­

structs the households as they existed at the 

time of the census. A respondent is asked to 

identify all persons who were living or stay­

ing in the sample household on census day. 

These persons are then matched against names 

on the census questionnaire for the sample 
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address. From this information, estimates of 

the number and percent matched for non-movers 

and out-movers (persons who have moved away 

since the census date) can be made. 

2.22 Procedure B.--This procedure iden­

tifies all current residents living or stay­

ing in the sample household at the time of 

the PES. The respondent is asked to provide 

the addressees) where these persons were living 

or staying on census day. These persons are 

then matched against names on corresponding 

census questionnaire(s). Estimates of the num­

ber and percent matched for non-movers and in­

movers (persons who have moved into the sample 

address after the census date) can be made. 

2.23 Procedure C.--This procedure identi­

fies all current residents living or staying at 

the sample address at the time of the PES plus 

all other persons who lived at the sample 

address on census day. However, only the census 

day residents (non-movers and out-movers) are 

matched with the census questionrtaire(s). Esti­

mates of the number of non-movers, out-movers, 

and in-movers, and of the percent matched for 

non-movers and out-movers, can then be made. 

Estimates of non-movers and movers come from 

Procedure B and match rate estimates from Proce­

dure A. Thus, Procedure C is a combination of 

Procedure A and B. 

The difference between Procedure A and 

Procedure B relates primarily to movers. For 

non-movers, theoretically one should get the 

same listing whether one lists the people who 

were living in the housing unit (HU) on Census Data, as in 

Procedure A, or the people who are living in 

the housing unit at the time of the PES, as in 

Procedure B. 

In Procedure A, persons in the sample seg­

ments are asked about out-movers. Present 

residents and neighbors often do not kno\-7 the 

-------------~- ----------

former occupants; thus, Procedure A usually 

leads ,to a large under count of movers. On 

the other hand, since out-movers should have 

been enumerated in the EA's in which the PES 

sample is taken, the matching of out-movers 

is'relatively easy and inexpensive. 

Procedure B enumerates in-movers at their 

new addresses in the PES sample segments. Thus 

in-movers can supply information about them­

selves. Consequently, Procedure B should give 

a better estimate of movers, even when in­

movers give poor addresses for their former 

residences. However, finding the census 

records for the former addresses is a very 

difficult task. Often there is insufficient 

information for locating the census EA in 

which the mover should have been enumerated. 

Thus, even though Procedure B may give a better 

count of movers than Procedure A, the problems 

and costs of matching the PES and census 

records are considerably greater than in 

Procedure A. 

Procedure C combines features of Proce-

dure A and B with the objective of reducing 

the matching problems while taking advantage 

of a better count of movers. In Procedure C, 

in-movers are used to get the count of movers, 

both total and subgroups by sex, age, relation­

ship, etc. The out-movers, as in Procedure A, 

are matched for the purpose of estimating the 

proportion enumerated and the proportion 

missed in the census. The proportions enumer­

ated and missed are applied to the count of 

in-movers to get the counts of enumerated and 

missed movers; these counts are added to the 

corresponding estimates for non-movers. 

2.24. Advantages and disadvantages.-­

Since the three procedures differ with respect 

to the treatment of movers, their relative advan­

tages and disadvantages are also in this area. 
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Procedure A. The weakness of Procedure A 

is in the fact that movers are no longer at 

the sample address. In a majority of cases, 

no member of the mover's family is living at 

the sample address and the mover must be report­

ed by a proxy respondent. There is often con­

siderable difficulty in finding a satisfactory 

respondent. Trying to get the out-mover's new 

address is difficult and expensive. Even if 

an acceptable respondent can be located at the 

old address, enumerators report considerable 

difficulty in obtaining the required informa-

tion. 

The enumeration problems of Procedure A 

are considerably amplified for a de facto 

census. The enumerator must ask about people 

"who were staying here at the time of the 

census" including, at least in theory, one­

time visitors and persons who may have slept 

in the street near the house without the 

occupant's knowledge. 

Procedure B. The field procedures for 

Procedure B are simpler than those of Proce­

dure A and easier for the enumerators since 

(a) in most cases, information can be obtain­

ed from the person or from his/her immediate 

family and (b) it is easier to make the 

respondent understand the questions. Proce­

dure B tends to get more complete and more 

accurate answers. 

Against these advantages in the field 

procedures for Procedure B, there are serious 

disadvantages in matching. It must be remem­

bered that a "match" is proof that the person 

was enumerated in the census, but a "non­

match" is proof only that the person was not 

enumerated in the areas searched. With 

Procedure B, one is never sure whether failure 

to find a match in the census indicates a 

missed person or an incorrect or ambigous 

address. 

In matching the in-movers in Procedure B, 

it is necessary to find the old address in 

the census questionnaires. Particularly with 

rural addresses, the indicated address may be 

in one of four or five (or more) EA's which 

may contain several hundred households. In 

many cases, Procedure B may require examining 

a number of census questionnaires for a 

possible match. While this happens in Proce­

dure A also, one can search the questionnaires 

for all the households in a Procedure A seg-

ment at one time. 

Procedure c. Procedure C combines the 

relatively simple and inexpensive matching 

operation of Procedure A with the more 

straightforward and complete field enumeration 

of Procedure B. 

Procedure C will be slightly more expen­

sive than Procedure A since it requires 

enumeration of in-movers in addition to the 

out-movers and non-movers covered by Proce­

dure A. However, Procedure C will have con­

siderable advantages over Procedure B in the 

costs and difficulties of matching, while the 

incremental field costs of adding an enumera­

tion of out-movers to the PES field procedures 

should be small. 

Compared with the two other procedures, 

C would seem to give results with lower 

correlation bias than A, lower matching bias 

than B, and probably somewhat lower overall 

bias than either A or B. It is expected also 

that C would give results with a variance 

somewhat higher than B and slightly lower than 

A. 

2.3 ALteJt/llative. de.M~ono 60Jt m,u,f.,e..6 a/Ild 
e.JtJto/lle.ou;., e./IlumeJtationo 

In addition to the procedures, it will 

be necessary to define the area of search 

(geographically) where an individual or housing 

unit is expected to be found based on information 
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obtained in the PES interview. Two sets of 

definitions can be used for this purpose. 

Definition I gives a very broad area where a 

person or unit might be found, whereas 

Definition II limits the searching operation 

to one area where the respondent should be 

found. Definition I will naturally yield 

higher estimates of census matches, but this 

will be offset to some extent by higher esti­

mates of geocoding errors and erroneous 

enumerations from the E-samp1e. Definition I 

will seem to yield a lower under count rate 

than Definition II, although with use of the 

E-samp1e, both estimates have the same expect­

ed value. Definition II will be less expen­

sive to implement because of reduced searching 

for possible matches, but the estimates will 

have a higher variance than estimates under 

Definition I. Definitions I and II are 

For Definition I, the search for misses 

is done throughout those EA's that correspond 

to the reported alternative locations where 

the person might have been enumerated. Under 

Definition II, the search is limited to the EA 

where the PES reported the person should have 

been enumerated. Thus, for Definition II, the 

person is erroneously enumerated only if the 

census day residence reported in the PES is 

in a different EA than was reported in the 

census. 

2.31 Advantages and disadvantages of 

Definition I.--A11 locations where a person 

might have been enumerated in the census must 

be obtained by the PES and a search made of 

the census lists in order to classify the per­

son as correctly enumerated, missed, or 

erroneously enumerated. Obtaining all address-

summarized in figure 2-2. es where the person might have been enumerated 

* 

Figupe 2-2. COMPARISON OF DEFINITIONS I AND II 

Classification 

Correctly enumerated ..•..... ... 

Missed •.•.•..•.•...••.•...••... 

Erroneously enumerated .. ...••.. 

Definition I 

Enumerated only once (even though 
the person was enumerated at the 
wrong location) in a location 
where the PES reported the person 
might have been enumerated. 

Should have been enumerated in 
the census but was not in any 
location (correct or incorrect) 
where the PES reported the person 
might have been enumerated. 

* Enumerated more than once or 
should not have been included in 
the census; for example, a person 
who was "invented" by the census 
enumerator, a person born after 
census day or a person who died 
before census day. 

Definition II 

Enumerated in the location 
where the PES reported the 
person should have been 
enumerated. 

Not enumerated at the loca­
tion the PES reported the 
person should have been 
enumerated. The person may 
have been enumerated some­
where else in the census 
while the PES reported the 
true 10.cation, or the PES 
may have been incorrect in 
reporting the persons loca­
tion on census day. 

Reported by the census 
erroneous enumeration sample 
as not living at the census 
reported location. 

If found in the census records in more than one ZocationJ the person is counted as correctZy 
enumerated in one Zocation and erroneousZy enumerated in the others. 
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is very difficult for Procedure A out-movers; 

proxy respondents will not be able to always 

provide this information. An interview to 

obtain information from Procedure A out-movers 

can be expensive and often ineffective. Thus, 

Definition I is usually restricted for use 

with Procedure B. However, even with Proce­

dure B, Definition I has problems. It is 

extremely difficult to obtain alternative 

addresses. Moreover, the matching of alterna­

tive addresses is expensive and often quite 

difficult. Persons who identify with many 

"locations" may be reluctant to divulge that 

information. 

The basic relative strength of Definition 

I is one of relatively small variance and bias, 

which is an important consideration in making 

coverage estimates for small geographic areas 

and for specific subgroups of the population; 

this is due to the "residence at time of 

census" concept that is elaborated on in the 

discussion of Definition II in section 2.32. 

Also, a separate sample of census enumerations 

for a searching operation to estimate census 

duplicates is not needed, in contrast to 

Definition II; resulting in cost savings. The 

advantage of low bias, of course, assumes that 

relatively little response error is associated 

with obtaining alternative locations where the 

person could have been enumerated. 

2.32 Advantages and disadvantages of 

Definition II.--The weakness of Definition II 

concerns the "residence at time of census" 

concept. Persons enumerated in one place in 

the census and reported by the PES as living 

elsewhere are counted as both "missed" and as 

"erroneously enumerated" if the erroneous 

enumeration sample is overlapped with the 

P-sample. This can happen frequently and will 

increase the variance of the estimate. Bias 

can be introduced by the inconsistency of the 

response to the "place of residence at time 

----------~-- ------.-. 

of census" question •. A tendency could exist 

for Procedure B in-movers to report their 

current sample address as their census day 

address. Very often this is the "easiest" 

response to the question. However, if this 

person was included in the sample of census 

enumerations used to measure erroneous 

enumerations (at their former address), a 

proxy respondent at the census day location 

could possibly report the person as being 

enumerated at that address in the census. 

This, of course, assumes that there would not 

be a followup of out-movers for the sample 

to measure erroneous enumerations due to the 

expense and difficulty of obtaining forwarding 

addresses. 

2.4 SuJl..ve.1j avr.d -6ample. aU.eJtvr.ative.-6 

It should now be obvious that conducting 

a PES entails choices among many alternatives. 

In the design of the study, one can choose 

among Procedures A, B, or C to determine how 

the interview will be structured. A second 

choice which must be made is how the match 

will be conducted; that is, using Definition I 

or Definition II. The choice of procedure 

and definition will have an impact on the 

total survey design by directing the develop­

ment of the questions and dictating how the 

match to the census will be conducted. To 

make a choice that will prove most viable for 

the census being evaluated, the procedures and 

definitions to be used should be pretested in 

the field well before the census is conducted. 

Pretesting gives an indication of the types 

of problems to be expected in the actual PES 

and allows sufficient opportunity to modify 

the study design. If more than one PES proce­

dure is tested, these procedures can be com­

pared and the more appropriate design chosen. 

After the 1950 Census of Population in 

the United States, a post enumeration survey 
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was conducted to measure coverage error. An 

intensive reenumeration of a sample of areas 

was conducted, attempting to find all cases 

missed by the original enumeration. Cases 

within the sample areas were matched to the 

census and differences which appeared between 

the PES and the census were dependently re­

conciled. The most highly qualified enumera­

tors were used for the PES and were extensive­

ly trained. A subsequent PES (for the 1960 

census) attempted to improve upon the 1950 

experience by use of more probing questions 

and by a more thorough canvassing of the 

sample areas. In general, the results of 

these two post enumeration surveys were dis­

appointing. The amount of underenumeration 

detected was significantly less than estimates 

produced using demographic methods of census 

evaluation. 

Successful experimentation with dual 

system estimation techniques for evaluation 

of coverage of vital registration in the 

United States during the 1960's suggested that 

a new approach may be warranted. This new 

approach emphasized independence of the PES 

and the census in addition to better quality 

and improved enumeration techniques. The 

older PES approach recognized that if a census 

is poorly done, a PES done more carefully 

can pay dividends in revealing census error. 

However, there is a point where increasing 

the expenditure for quality will meet with 

decreasing returns in providing better cover­

age error estimates. A new approach (devel­

oped during the 1960's and 1970's) also advo­

cates having quality for the PES. Probing 

is encouraged, as well as Ehorough training 

for enumerators. However, the major emphasis 

is on keeping the PES operations independent 

from the census. Some suggestions for main­

taining this independence are: 

(1) Wait until all census question­
naires have been returned from the 

------------

field before conducting the PES 
field enumeration. 

(2) Attempt to ensure that PES areas 
are canvassed by enumerators other 
than the census enumerators. Do not 
let PES enumerators know what was 
enumerated in the census. 

(3) Conduct PES processing separate 
from and independent of the census 
processing. 

In terms of sample design for the PES, 

an initial decision must be made whether to 

develop a sample specifically for the purpose 

of census evaluation or to conduct the PES as 

a supplement to a survey scheduled to be 

undertaken shortly after the census in which 

demographic and socioeconomic data will be 

gathered. Examples of these are labor force, 

demographic, or health surveys. The relative 

advantages and disadvantages of these two 

alternatives and some general design consider­

ations are indicated below. 

2.41 Specially designed sample for PES 

P-samp1e.--If measurement of coverage is an 

important concern for the evaluation of the 

census, a sample specifically designed for the 

PES will offer several advantages over use of 

a sample that was designed for mUltiple or 

other uses. Standard sampling theory would 

indicate that a sample designed specifically 

for coverage would allow optimum allocation 

of the sample so as to achieve a fixed upper 

bound for the variance of the estimate for a 

minimum sample size. The variance of the 

estimate can be reduced by stratifying the 

sample using estimates of the undercount from 

previous censuses or using variables suspected 

of being correlated with the undercount. 

Two special considerations enter into 

the design of a sample for measurement of 

undercoverage that usually would not be part 

of the sample design decision process. The 

first is that the sample should be designed 

to facilitate the matching of the household 



Chapter 2 STATISTICAL EVALUATION OF COVERAGE ERROR 33 

listings to the census. The second is that, 

if an adjustment is to be made, there must be ~ 

basis for allocating the measured undercount 

to areas not in sample, or to small geographic 

units (problems of adjustment are discussed 

in chapter 6). A possible resolution to both 

problems is to design the last stage of the 

PES sample to be a block sample. 

In the U.S. census, most portions of the 

country are divided into blocked areas. A 

block is defined as a relatively small geo­

graphic area uniquely bounded b J' streets, rail­

road cracks, rivers or streams, or other 

natural boundaries. The advantage to using 

blocks is that the households contained in a 

block form a closed set. If the entire block 

is sampled, there is no question about which 

units are listed for a PES or fall into the 

sample. Since the census is organized by 

blocks, it is relatively easy to match a block 

listing of housing units from the PES to a 

block listing from the census. Units in both 

listings can be defined in terms of their 

location relative to one another, especially 

if both listings have accompanying spot maps. 

In addition, by sampling blocks as they are 

defined in the census, the geography for each 

case is settled, thus minimizing the number of 

geographic placement errors in the PES and 

the cost of assigning geographic codes. 

If the census being evaluated does not 

divide or collect census materials by block, 

some similar geographic measure could be used. 

If blocks tend to be too large because of 

physical size or high population density, the 

block can be subsampled further so that only 

a "block face" is used. This maintains the 

contiguity of the units while reducing the 

number of units to be matched in anyone area. 

Another problem the block sample can be 

helpful in resolving is the allocation of the 

undercount. The sample blocks can serve as 

the units of analysis in regressions or log 

linear models which define how the undercount 

is distributed in relation to other census 

variables. These models can then be used to 

predict the expected undercount for blocks 

not in the sample. These techniques are de­

scribed more fully in chapter 6. 

A final advantage of the use of the 

block sample is the ability to take the census 

listing and match back to the P-sample listing. 

That is, the E-sample would be drawn as a set 

of blocks that coincides with the P-sample 

blocks. This would facilitate E-sample 

matching, allowing the E-sample interview to 

be done in conjunction with P-sample followup 

work, and the high correlation between the 

P- and E-samples would lead to smaller variance 

estimates on the net undercount. A final 

note on the use of the block sample is that it 

works best with Procedure A in combination 

with Definition II. Other designs that are 

less compact may be more appropriate for other 

combinations of Procedures and Definitions. 

2.42 Use of a survey already "in 

place".--Many countries may have an existing 

survey that can be used for conducting a post 

enumeration survey. Th2 survey may be multi--­

purpose in nature or may be designed to 

measure particular types of characteristics. 

The survey must comprise a probability sample 

of the entire population of the country. Very 

often, for purposes of measuring census 

coverage error, the target population for the 

survey will have to be supplemented in order 

for it to correspond to the target population 

of the census (for example, a sample of the 

institutionalized population may have to be 

added). Although there are advantages to 

using this type of surv~y as a PES, if a 

choice exists between USing an existing survey 

or a specially designed survey, the following 

disadvantages will have to be considered: 
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(1) The existing survey might have to be 
supplemented to such an extent that cost 
benefits would favor a specially design­
ed survey. 

(2) The existing survey having been designed 
for measuring characteristics other than 
coverage errors could yield coverage 
estimates with poor accuracy. 

(3) A high noninterview rate in the existing 
survey could bias the coverage error 
estimates. Very often these types of 
surveys are on a tight time schedule and 
are therefore willing "to live with" 
relatively high noninterview rates. 
These types of nonresponses are very 
likely to be missed in the census. 

(4) Coverage of the population will probably 
be weaker with a specially designed sur­
vey and could be disproportionately 
weaker for the very· groups in the popu­
lation that are likely to have census 
coverage problems. 

(5) Very often evaluation planners who use a 
survey designed for another purpose will 
have very little latitude in changing 
procedures, monitoring and controlling 
the interviewing and processing, and 
changing the questionnaire to any degree. 

(6) The unit selected at the last stage of 
selection may not be conducive to imple­
menting an efficient erroneous enumera­
tion sample; e.g., it may be a non-compact 
cluster. 

(7) The existing survey EA's were likely de­
signed on the basis of geography defined 
in a prior census. If the EA's have been 
redefined in the current. census, all the 
addresses for the survey will have to be 
assigned a current EA code. These codes 
are necessary for the matching operation. 
This assignment is often very difficult. 
Extensive work in the field that includes 
having the enumerators draw map locations 
may have to be done to facilitate the 
matching operation. 

The use of an existing survey for con­

ducting a PES, on the other hand, allows PES 

planners to use their efforts and resources 

for other important matters rather than de­

sign work which would be required for a 

special survey. In addition, assuming that the 

existing survey has been operating with a 

staff working independently of the census, 

independence from the census is more likely. 

2.43 Erroneous enumeration (E-sample) 

design.--Irrespective of the definition used, 

a sample of census enumerations (i.e., the E­

sample) will have to be interviewed to deter­

mine if census enumerated "persons" were 

erroneously enumerated. The sample of census 

enumerations may be selected independently of 

the PES sample or they can comprise the same 

segments that were selected at the last stage 

of selection for the PES (an overlapped sam­

ple). The main disadvantage of an independent 

sample is cost. The sample of census enu­

merations does not have to be large as erroneous 

enumerations occur on a relatively infrequent 

basis in most countries and thus contribute 

relatively little to the variance of the net 

coverage error estimate. In fact, certain 

countries have omitted this part of the post 

enumeration survey operation (e.g., Korea and 

Paraguay). 

The major benefits of overlapping the 

post enumeration survey and census erroneous 

enumeration segments are twofold: improved 

precision resulting from the correlation of 

misses and erroneous enumerations and reduced 

cost. With regard to precision, a positive 

correlation between census misses and 

erroneous enumerations will result in a 

reduction of variance on the net coverage 

error estimate. Most of the households in the 

PES and the census will match exactly in an 

overlapped sample. Further, for those cases 

that are non-movers, an erroneous enumeration 

interview will not be needed; thus followup 

will only have to be done on a relatively 

small number of cases. 

Experience has shown (1950 u.S. Census 

PES) that PES enumerators should not be given 

census information needed for determining 

census erroneous enumerations. This informa-

tion could prove a detriment in maintaining 

independence between the PES and the census. 

If separate enumerators are not available to 

---------_._.--_._-----------_. 
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do the census erroneous enumeration interview-

ing at the same time the PES interviewing is 

done, one would have to wait until the initial 

PES matching was completed in order to con­

duct the erroneous enumeration interview. The 

time lapse could cause a significant memory 

bias in the resultant estimates, and a follow­

up of out-movers would be difficult. 

If the PES matching operation is 

restricted to designated enumeration areas 

which were reported as locations where the 

person might have been living (or staying), a 

separate operation will be reyuired to measure 

the number of census enumerated locations 

assigned to the wrong EA. If a location is 

assigned to the wrong EA, it will be classi­

fied incorrectly as a miss in the PES match­

ing operation. The methodology involved in 

estimating these "erroneous enumerations" 

consists of "map spotting" the location in 

the field on existing maps and reconciling any 

differences (independently) in the PES proc­

essing office. The "map spotting" can take 

place when the interview is conducted for the 

census erroneous enumeration sample. 

Z.5 PES qu.e;.,UonncuAe deJ.>-<-g n 601t aLteJLna:tLve 
p~oced~e;., and de6~~on6 

Associated with each procedure and 

defini~ion is a unique questionnaire--that is, 

a different questionnaire has to be designed 

for each of the optional Procedures and 

Definitions given in earlier sections. The 

following are some suggestions that should be 

considered in designing a post enumeration 

survey questionnaire. 

(1) Procedure A - Definition I--The question­
naire must ask about all persons who 
resided at the sample address on census 
day and all locations where those persons 
might have been enumerated in the censuS. 

(2) Procedure A - Definition II--The question­
naire asks about all persons who resided 
at the sample address on census day, and 
assumes they were not listed at any other 
address. 

(3) Procedure B - Definition I--The question­
naire obtains a listing of all persons 
who currently live at the sample address 
and obtains all addresses for each person 
where the person might have lived on 
census day. 

(4) Procedure B - Definition II--The question­
naire obtains a listing of all persons 
who currently live at the sample address 
and establishes a single address for 
each person where they were to have been 
correctly enumerated in the census. 

(5) Procedure C - Definition I--The question­
naire obtains a listing of all persons 
who currently live at the sample address 
and all possible locations of these 
persons on census day (as in Procedure B), 
as well as a listing of persons who 
resided at the sample address on census 
day (but were not resident at the time 
of the PES) and the locations where 
these persons might have been enumerated 
in the census (as in Procedure A). 

(6) Procedure C - Definition II--The question­
naire obtains a listing of all persons 
currently living at the sample address 
and a single address where each person 
listed was to have been correctly enu­
merated in the census, plus a listing 
of persons who resided at the sample 
address on census day. 

An illustrative post enumeration survey 

questionnaire for the P-sample survey showing 

variations for each of the combinations of 

Procedures and Definitions described above 

is provided in figure 2-3. The core questions 

shown in sections I, II, and III will be the 

same for all combinations of Procedures and 

Definitions. Section IV illustrates prototype 

questions for each combination of Procedures 

and Definitions. It should be noted that fig­

ure 2-3 does not include items necessary for 

content error evaluation (see chapter 3). 

These items would have to be added for content 

error evaluation. 

The choice of Definition (lor II) will 

also determine the content of the questionnaire 

administered to the erroneous enumeration samp­

le (i.e., E-sample) households as follows: 

(1) Erroneous Enumeration Sample - Definition 
I--This is a multiple purpose questionnaire 
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designed to be used to estimate dupli­
cation in the census, geographic coding 
errors, and erroneous enumerations ex­
cluding the determination of the correct 
address for enumeration. 

(2) Erroneous Enumeration Sample - Defini­
tion II--This is the same as for Defini­
tion I, but this questionnaire must also 
determine the one correct address where 
each respondent should have been enu­
merated if the sample address is not 
correct. 

An illustrative erroneous enumeration 

survey questionnaire showing the items of 

information required for these procedures 

is provided in figure 2-4. The same ques-­

tionnaire is used for both Definition I and 

Definition II, however, the questions used 

may vary according to the degree of followup. 

2.51 Alternative addresses.--Definition 

I and Procedure B will require the collection 

of alternative addresses. Very often, these 

alternative addresses will be incomplete and 

it will be correspondingly difficult to locate 

the enumeration area within which the match­

ing search should be conducted. Certain items 

added to the questionnaire are likely to 

facilitate this search. These items include 

questions on names of nearby villages, estates, 

etc., in rural areas or barrios and neighbors 

if in urban areas; a description of the loca­

tion that includes major roads, landmarks, 

rivers, creeks, etc; the names of the "census 

day" occupants at that location; and the 

names of nearby or next door neighbors. 

2.52 Probing questions.--Very often 

probing questions are useful for uncovering 

persons that the respondent unintentionally 

left off the household roster. This is 

especially important for babies, lodgers, 

relatives, persons travelling or away on busi­

ness, and so forth. An example of a probing 

question which might be used to ensure a 

complete household listing is shown in figure 

2-3 under section IV as item 14. 

2.53 Interview control.--A record should 

be kept on the questionnaire of contacts that 

were attempted with the household (both un­

successful and successful). A record should 

be made of both occupied and vacant units. 

For occupied units, the interview status 

(complete interview, refusal, not at horne, 

etc.) should be given. Section II of the 

questionnaire shown in figure 2-3 gives an 

example of an interview control record. 

2.54 Census matching information.--It 

also may be useful to include space on the 

questionnaire to include the actual census 

day roster. This listing of persons should 

be completed after the actual PES interview 

at the time of the matching operation. Match 

status may then be indicated on the actual 

questionnaire. This procedure facilitates 

the conversion of data to machine readable 

form. 

2 . 6 Mcdc.YUYlg 

In this manual, procedures are developed 

for conducting a clerical matching operation. 

While selecting, training, and supervising 

a large staff of matching clerks can be 

difficult, the alternative would he a computer 

matching operation which may not be feasible 

in many countries. A computer match requires 

at least some part of the person's name and a 

description of the location where he/she was 

enumerated in the census to be read or key­

punched on computer tape. However, the match 

would be greatly facilitated if an identifi­

cation number associated with each person, 

such as a social security or other national 

identification number, is collected in the 

census. The major advantage of a computer 

match would be that the matching could be 

undertaken in an objective (i.e., non-judge­

mental) manner utilizing matching algorithms 

which have a theoretical mathematical basis. 

Fellegi and Sunter (1969) and Tepping (1968) 
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Figure 2-3. ILLUSTRATIVE POST ENUMERATION SURVEY QUESTIONNAIRE 

CONFIDENTIAL - This inquiry is required by law. The information is 
POST ENUMERATION SURVEY accorded confidential treatment and cannot be used for 

taxation, investigation, or regulation. 

Section I. IDENTIFICATION 
A. Stratum D. Barrio/vi llage G. Sample Sector code 

B. Province E. Place H. Sector letter 

C. District F. EA number I. Serial number 

J. Address or location 

. 

Section II. INTERVIEW RECORD 
K. INTERVI EW STATUS L. PRINCIPAL RESPONDENT Notes: 

0 Unit now occupied I Person on line 

I Interview completed 2 Neighbor 

Interview not completed-- 3 Manager 

2 Refusal 4 Other (Specify) 

3 Partial refusal 

4 Not at home 

5 Other (Specify) 

0 Unit now vacant 

Interviewer's name 

I 
Date of interview 

Secti on I II. LIVING QUARTERS 
H- J. Type of living quarters H-3. Walls-main construction H-5. Is this unit owned by someone 

material of outer walls of living in it or is it rented? 
I Conventional this house (building) 

2 I mprov i sed HU (makeshift OCCUPIED 

sheZter of waste materiaZs, I Stone, cement, stucco, 

barn, cave, warehouse, etc. ) bri ck I Owned or being bought 

3 Mobi Ie HU (tent, boat, 2 Metal 2 Rented for cash 

wagon, etc. ) 3 \~ood 3 Rent free or other 

4 Collective quarters 4 Bamboo, leaves, reed, mud arrangment 

5 None 5 Other materials 4 VACANT 

H-2. Number of housing units in H-4. How many rooms are in this VACANT UNITS 
th is house (bui Iding) housing unit? H-6. Vacancy status 

I I unit, detached 
I For rent or sale 

2 I unit, attached rooms 2 Not for rent or sale 
3 2 to 4 units 

4 
H-7. Condition of vacant unit 

5 to 9 units 

5 10 or more units I Habitable for year-round use 

2 Habitable for seasonal use 

3 Not habitable 
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Figure 2-3. ILLUSTRATIVE POST ENUMERATION SURVEY QUESTIONNAIRE--Continued 

PROCEDURE A: Definition I 

L. 
Q) 

..0 
E 
::l 
C 

Q) 
C 

(1) 

What are the names of all 
persons who lived (or stayed) 
here on July 1, 1980? Be sure 
to include babies, elderly 
persons, and persons who may 
have been away On vacation or 
hoI iday, or may have been in 
the hospi tal. 

List in this or~er: 

Head 
Spouse of head 
Never married children of 
head or spouse (by age) 

Ever married children of 
head or spouse and their 
families (by age) 

Other relatives 
Nonrelatives 

(2) 

What was ... 's relationship to the 
head of the household? 

Inte~ret categories 3 to 7 to mean 
relationship to head or spouse. 

1 Head 5 Grandchi ld or 

2 Spouse 
great-grandchild 

of head 6 Parent 

3 Son/daughter 7 Other relative 

4 Spouse of 8 Nonre 1 at i ve 
son/daughter 

Sex 

I (4) 

1 Head 3 Sid 5 Gd 7 Other 1 M 

2 Sp 4 Sp of 6 Par 8 Nonrel 2 F 

What 
was 
••• IS 

age 
as of 
last 
birth-
day? 

J s ... 
s till 
residing 
in this 
housing 
unit (at 
this 
address)? 

If YES, 
go to 
item 8. 

(6) 

1 y 

2 N 

Section IV . CEN 

Hhat is ... 's current 
address? 

Enter complete address 
(house number, street, 
city, village, district, 
province) or description 
of location. 

(]) 

------~--~----~~~ ____ ----_L~~'------~~ __ ~ 
PROCEDURE A: Definition II -- Includes items 1 to 7, 13, and 14. 

PROCEDURE B: Definition I 

Section IV. CU 
1---,-----------------,----------------------------,---,---,------j-------------

L. 
Q) 

..0 
E 
::l 
C 

Q) 
C 

(1) 

\~hat are the names of all 
persons currently living 
(or staying) in this housing 
unit? Be sure to include all 
babies, elderly persons, and 
persons who may be away on 
vacation or holiday, or are in 
the hospital. 

List in this order: 

Head 
Spouse of head 
Never married children of 
head or spouse (by age) 

Ever married children of 
head or spouse and their 
families (by age) 

Other relatives 
Nonrelatives 

(2) 

What is ... 's relationship to the head 
of the household? 

(Categories and instructions the 
same as in Procedure A.) 

Sex 

(4) 

1 M 

2 F 

What 
was 
••• IS 

age 
as of 
last 
birth­
day? 

(5) 

Where 
did •.• 
reside 
(1 ive) 
on 
July I? 

If HERE, 
go to 
item 8. 

(6) 

Enter complete address 
(house number, street, 
city, village, district, 
province) or description 
of location. 

Go to item 10. 

L----____ -
--

PROCEDURE B: Definition II -- Includes items 1 to 9, 13, and 14. 

13. If listing is continued on additional 0 
questionnaire, mark X in this circle ~ 

14. J have 1 isted ___ persons. Nome each person listed. 

Have J missed anyone? If YES, add person to item 2. 

--------- - -- ---------------------------------------------
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Figut'e 2-3. ILLUSTRATIVE POST ENUMERATION SURVEY QUESTIONNAIRE--Continued 

. SUS DAY RES !DENTS 

Are there Enter compLete address (house 
any other nwnber, street, city, viLLage, 
places ... district, province) or 
could have description of Location. 
been living 
(ar staying) 
on July 1? 

If NO, end 
interview. 

(8) (9) 

1 y 

~~ 

RRENT RESIDENTS 

Are there 
any other 
places ... 
could have 
been 1 ivi ng 
(or stay i ng) 
on July I? 

If NO, end 
interview. 

1 y 

2 N 

(8) 

Enter complete address (house 
nwnber, street, city, viLLage, 
district, province) or 
description of location. 

(9) 

14hat is the name of the head 
of the household or another 
occupant at that address? 

(10) 

/"'-------------

What is the name of the head 
of the household or another 
occupant at that address? 

(10) 

Do you know 
the names of 
two next-door 
neighbors of 
that address? 

(11 ) 

1 y 

2 N 
//" 

-~~.--

Do you know 
the names of 
two next-door 
neighbors of 
that address? 

(11) 

y 

2 N 

/' 

39 

Enter names of neighbors; 
make sure you get as compLete 
names as possibLe. 

(12 ) 

------------

Enter names of neighbors; 
make sure you get as compLete 
names as possibLe. 

( 12) 

.~---.-.-~.------~ ... 
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Figure 2-3. ILLUSTRATIVE POST ENUMERATION SURVEY QUESTIONNAIRE--Continued 

PROCEDURE C: Definition I 

L. 
II> 

.!l 
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II> 
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(1) 

Hhat are the names of all 
persons currently living (or 
staying) in this housing unit? 
Be sure to include all babies, 
elderly persons, and persons 
who may be away on vacation, 
hoI iday, or business, or are 
in the hosp i ta I . 

List in this order: 

Head 
Spouse of head 
Never married children of 

head or spouse (by age) 
Ever married children of 

head or spouse and their 
families (by age) 

Other relatives 
Nonrelatives 

(2) 

PROCEDURE C· Definition I--Continued 

What is ... 's relationship to the 
head of the household? 

Interpret categories 3 to 7 to mean 
relationship to head or spouse. 

I Head 

2 Spouse 
of head 

3 Son/daughter 

4 Spouse of 
son/daughter 

5 Grandchild or 
great-grandchild 

6 Parent 

7 Other relative 

8 Nonrelative 

What are the names of any What was .... IS relationship to Sex 
other persons who lived {or (name of head listed in item 2)? 
stayed) in this housing unit 
on July I? 

(Categor i es and instructions the 
same as in item 3. ) 

(13) ( 14) (IS) 

Sex 

(4) 

What 
was 

What 
was 
••• IS 

age 
as of 
last 
birth­
day? 

Where 
did ... 
reside 
(I ive) 
on 
July, I? 

If HERE, 
go to 
item 8. 

(6) 

Are there 
any other 

••• IS places ... 
age cou I d have 
as of been living 
last (or staying) 
birth- on July I? 
day? 

If NO, end 
interview. 

(16) ( 17) 

~ ~I~~ L,.r/ 

Section IV. CU 

Enter complete address 
(house number, street, city, 
village, district, province) 
or description of location. 

Section V. CEN 

Enter complete address (house 
number, street, city, village, 
district, province) or 
description of location. 

(18) 

22. If listing is continued on additional _ 0 23. I have listed persons. Name each person listed in 
questionnaire, mark X in this circle ______ -> __ 

Have missed anyone who is currently I iving here or could 
here on July I? If the answer is YES, add the persons to 

PROCEDURE C: Definition II --Includes items 1 to 7, 10 to 16, 22, and 23. 
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Figure 2-3. ILLUSTRATIVE POST ENUMERATION SURVEY QUESTIONNAIRE--Continued 

RRENT RES !DENTS 

Are there any Enter comp~ete address (house What is the name of the head 
other places number, street, city, viUage, of the household or of another 
... could district, province) or occupant at that address? 
have been description of location . 
1 i vi ng (or 
staying) on 
July I? 

If NO, end 
interview 

I 
for person. 

(8) (9) (10) 

~'----------.-~ /~-_/~ 
-

SUS RES !DENTS 
Wha tis the name of the head 
of the household or of another 
occupant at that address? 

Do you know Enter names Of neighbors; make 
the names of sure you get as complete names 
t.,O next-door as possible. 

(19) 

items 2 and 13. 

have been 1 iving 
the appropPiate item. 

neighbors at 
that address? 

(20) (21) 

Do you know Enter name of neighbors; make 
the names of sure you get as comp~ete names 
two next-door as possib~e. 
neighbors of 
that address? 

(11) (12) 

~ 



42 EVALUATING CENSUSES OF POPULATION AND HOUSING 

provide models that can be employed for 

countries that have the capability to do a 

computer match. 

2.61 Matching procedure.--The following 

are steps in matching the results of the PES 

to the census: 

(1) Determine the enumeration area (or areas) 
to be searched. This will require clerks 
specially trained in the geography of 
the country and relatively good maps with 
which to work. 

(2) Search for the household(s) listed on 
the PES form in the specified enumeration 
area (or areas). Very often the clerk 
can look for a group of names at the 
same time. Allowance should be made for 
misspelling's and misrecordings. If a 
listing sheet of names and addresses is 
used in the census, it may be more 
efficient to initially find the household 
on this sheet, and obtain a cross 
referenced serial number that would help 
to locate the desired questionnaire in 
a more efficient manner. 

(3) Determine which persons listed on the 
PES form are also listed on the census 
questionnaire. Possible matches should 
be examined very carefully, paying 
strict adherence to the matching rules. 

(4) Cases which cannot be classified on the 
basis of the information available should 
be referred to the field followup opera­
tion to collect additional information 
to permit proper classification of 
match status. 

2.62 Matching rules.--Detailed rules for 

matching will have to be prepared. In de­

veloping these rules, one has to consider the 

possibility of making erroneous matches and 

erroneous non-matches. Erroneous matches 

are defined as cases which are classified as 

matches when in fact the PES case was not 

actually enumerated in the census. 

Erroneous non-matches are defined as 

cases classified as non-matches which in fact 

do correspond to a case enumerated in the 

census. If exact agreement of characteristics 

is needed to establish a match, an excessive 

number of erroneous non-matches is likely to 

occur. As rules are relaxed to allow more 

matches (and fewer non-matches), an increasing 

number of erroneous matches will occur. The 

objective of evaluation planners should be to 

design a system which minimizes net error 

(the difference between erroneous matches and 

erroneous non-matches). The objective of the 

matching procedure is to determine the number 

of matches (as described later in this 

chapter); this estimate will be accurate if 

the net matching error is equal to zero. 

Matching rules specify the characteris­

tics (e.g., name, sex, age, etc.) by which 

persons and households enumerated in the 

census and PES are to be matched. Tolerance 

ranges within which records must agree, should 

also be defined. These tolerances will allow 

for a limited degree of misreporting in either 

the PES or the census. Tolerances can vary 

according to characteristics; for example no 

tolerance may be allowed for sex differences, 

but relatively large tolerances may be allowed 

for age. 

Tolerances might also vary according to 

the situation; for example, if it is certain 

tha~ the desired household has been identified, 

it may be useful to relax tolerance standards 

for the individuals within the household. 

By varying the number of characteristics 

and/or the tolerance limits one can vary the 

size and sign of the net matching error. 

As the number of characteristics used for 

criteria in performing the matching increases, 

the number of erroneous non-matches will 

increase and the number of erronJous matches 

will decrease. Conversely, as tolerances for 

the matching of characteristics are increased, 

the number of erroneous non-matches will 

decrease and the number of erroneous matches 

will increase. 

One implication of this is that it is 

possible for the net matching error to be 

----------_._--._-----
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FigUX'e 2-4. ILLUSTRATIVE ERRONEOUS ENUMERATIGN SURVEY QUESTIONNAIRE 

CONFI DENTIAL - This inqui ry is required by law. The information is 
ERRONEOUS ENUMERATION accorced confidential treatment and cannot be used for 

SURVEY taxat i on, investigation, or regulation. 

Section I. IDENTIFICATION 
A. Stratum D. Barrio/village G. Sample Sector code 

B. Province E. Place H. Sector letter 

C. District F. EA Number I. Serial number 

J. Address or location 

-

_._-------_._--------------------

._--------

Section II. CENSUS STATUS RESPONDENT 
K. CENSUS STATUS M. PRINCIPAL RESPONDENT/SOURCE OF INFORMATION 

0 Occupied 0 Occupant 

0 Vacant 0 Neighbor 

0 Unknown 0 Manager 

0 Imputation case 0 Other (Specify) 

Section III. SURVEY STATUS 
L. SURVEY STATUS Respondent's name 

0 Unit not found 

1 
(Explain in NOTE 

0 Unit no longer exists section) Respondent's address or location 

0 Unit vacant 
_. 

0 Unit occupied ...-.0 Interview completed 

0 Refusal -

Notes 

Interviewer's name Date of intervie\~ 
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Figu:roe 2-4. ILLUSTRATIVE ERRONEOUS ENUMERATION SURVEY QUESTIONNAIRE--Continued 

Section IV. CENSUS INFORMATION 
Transcribe items 2 to 6 from census questionnaire for each person. 

Name Re lat ionsh i p Sex Age liar i ta I Status DO YOU DID ... DO YOU 
KNOW •.. ? LIVE OR KNOW WHERE 

STAY HERE ... LIVED 

1 Head 1 Harried If unit now (I U THI S OR STAYED 
HOUSING ON JULY 17 

2 Spouse 2 Hi dowed vacant> go UNIT) ON to Section JULY I? 
3 Son/daughter 3 Divorced VI. 

4 Spouse of /1 Separated 
son/ daughte r 

5 Never If answer If yes, If YES, 

5 Grandchild or married is NO for go to item go to 

great-grandchild a person, 13. item 12. 
compZete 

6 Parent Section VI 
... after 
'" 7 Other relative .0 compZeting 
E 
OJ 8 Nonre 1 at i ve interview c: 

for the 
'" c: other .-

..J persons. 

(1) (2) (3) (II) (5) (6) (]) (8) (9) 

1 Head 5 Gd I Mar 4 Sep 
I 2 Sp 6 Par 1 M 2 ~/i d 5 NM 1 Y 1 Y 1 Y 

3 Sid 7 Oth 
2 F 

3 Div 2 N 2 N 2 N 

L--~ 4 Sp of sid 8 Non -v--- -

Section VI. INTERVIEW AT OTHER ADDRESSES 

DO YOU DID ... DO YOU DO YOU Enter complete address (house Enter complete address (house IS THERE 
KNOW ... ? LIVE OR KNOH WHERE KNOW ... IS number, street, city, village, number, street, city, village, ANY OTHER 

STAY AT ... LI VED CURRENT district, province) or district, province) or PLACE ... 
(sample HU OR STAYED ADDRESS description of location. description of location. COULD HAVE 
addresG) ON JULY I? (PLACE OF ILiVED OR 
011 JULY I? RESIDENCE)? When interview completed for ,STAYED ON 

all persons in item 2, go to JULY I? 
current address to get 
information needed. 

I 
If NO, If YES, If YES, If NO, If NO, 
go to go to go to go to 

End interview for this person. go to 
Section item 18. item 20. Section Section 
VII. VII. VII. 

I I I 
I 

(15) ( 16) (In ( 18) I (19) (20) (21 ) 

1 Y 1 Y 1 Y 1 Y 1 Y i 
2 N 2 N 2 N 2 N 2 N I 

I 
L--------- L.....---- ------- .--------
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FigUX'e 2-4. ILLUSTRATIVE ERRONEOUS ENUMERATION SURVEY QUESTIONNAIRE--Continued 

DO YOU 
KNOW ... IS 

CURRENT 
ADDRESS 
(PLACE OF 
RESIDENCE)? 

If NO, 
go to 
section 
VI. 

(10) 

1 Y 

2 N 

Section V. INTERVIEW AT SAMPLE ADDRESS 

Enter complete address (house 
number, street, city, village, 
district, province) or 
description of location. 

When interview is completed for 
all persons, complete Section VI. 

( 11) 

Enter complete address (house 
number, street, city, village, 
district, province) or 
description of location. 

(12) 

Section VII. PRINCIPAL RESPONDENT 

Enter complete address (house Pr i nc i pa 1 respondent for Section VI. 
number, street, city, village, 
district, province) or 
description of location. 

(22) (23) 

1 Neighbor (Specify) 

2 Hanager (Specify) 

3 Other (Specify) 

4 Unable to find a knowl edgeab 1 e respondent 

IS THERE 
ANY OTHER 
PLACE ... 
COULD HAVE 
LI VEO OR 
STAYED ON 
JULY 1? 

If NO, end 
interview. 

(13) 

1 Y 

2 N 

Enter complete address (house 
number, street, city, village, 
district, province) or 
description of location. 

(14) 

Section VIII. INTERVIE~IER CHECK 

Apply census day residency rule for 
sample housing unit and all other 
locations. Mark the address or 
location you feel meets the census 
residency criteria. Specify reason. 

I Sample address Reason 

2 Item 11 or 19 

3 Item 12 or 20 -
4 Item 14 or 22 

45 

~-------------- ---
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small, but the gross error (erroneous matches 

plus erroneous non-matches) to be large. Hence, 

designing a system that depends on such trade­

offs could be very risky. If the actual 

matching operation is somewhat less efficient 

than was anticipated, the net error could be 

disastrously large. In addition, even if the 

net matching error is small, the variance of 

this estimate could be large if the two 

components of coverage error are large. A 

"safer" approach would be to try to minimize 

both the net matching error and the gross error 

to the extent possible. 

The matching process is perhaps the most 

expensive and difficult part of the PES 

operation. Some form of the following three­

tiered matching system, which has proven to be 

relatively efficient in previous experience, 

is recommended: 

(1) The first "tier" of matching would have 
clerks classify definite matches only. 
Very -tight tolerances would be used 
keeping erroneous matches to an absolute 
minimum. Clerks would not need extensive 
training in order to process these "easy" 
cases. 

(2) The second "tier" consists of a specially 
trained set of clerks who use more com­
plex rules to reclassify the "remaining 
cases" as definite matches, definite 
non-matches, or "status unknown" cases 
(that is, "possible" matches). 

(3) The third "tier" consists of supervisors 
and professionals who work together to 
resolve the "status unknown" cases. Any 
information which can be found on the 
problem case can be used at this stage. 
Out of this operation will come definite 
matches, definite non-matches, and cases 
that need to be followed up in the field 
to obtain additional information (the 
expectation is that these cases should 
be few in number; otherwise another 
expensive field operation would be 
required). 

"Optimum" matching rules, which would 

attempt to minimize erroneous non-matches and 

erroneous matches, would be used for the 

second tier and "problem cases". The tiered 

approach has been found to work quite well 

in the United States and in several developing 

countries (e.g., Bangladesh and Egypt). One 

of the strengths of this approach is that it 

permits relatively strict operational and 

Quality control procedures to be implemented. 

Matching characteristics, to a great 

extent, depend upon the country where the 

study is being done. However, the following 

illustration of suggested rules for determining 

matches (and non-matches) may prove useful as 

a start in designing a matching operation. 

(1) Rules for first tier definite matches. 

The case will be a match if 

(a) place of residence is in the same 
or an adjacent EA and agrees 
exactly except for a rearrangement 
of street, building, or dwelling 
unit numbers or a similar sounding 
name. Designations also may be 
different, for example, road for 
avenue or street for avenue, etc.; 

(b) family name (surname) agrees except 
for minor spelling differences which 
do not change the sound. For a 
common name, given and middle names 
of the subject must agree except 
for minor differences; 

(c) relationship is not contradictory; 

(d) sex agrees exactly; and 

(e) age is within -1 to +2 years for 
persons under 20, -2 to +3 years 
for ages between 20 and 40, and -3 
to +4 years for persons over 40. 

After this matching operation has been 
completed, a set of clerks can examine 
the remaining uncertain cases with the 
following set of "second-tier" guidelines 
to determin~ a match status. 

(2) Rules for second tier matches. 

The case will be a match if the same condi­
tions for a definite match in the first 
tier matching operation are satisfied 
except that 

(a) th~re is a contradiction in one of 
the following--given (or first) name, 
relationship, or sex; 

- -- ~-----~--------~---------
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(b) address information is contradictory; 
for example, address information may 
be missing from either the census or 
the PES; or 

(c) large age differences (as determined 
from date of birth) are allowed, 
such as the following: 

Age Tolerance 

Under 10 years ± 1 year 
10 to 19 years ± 2 years 
20 to 39 years ± 6 years 
40 to 59 years ± 8 years 
Over 60 years flO years 

After the cases have been reviewed by the 
second tier and further cases specified 
as matches, all remaining cases will 
either be definite non-matches or cases 
for which match status still cannot be 
determined. Indeterminate cases and, if 
resources permit, non-matched cases, will 
go on to the third tier where rules are 
much more subjective in nature. Both 
match and non-match determinations will 
result out of this operation. (Note: as 
time progresses, and the clerical staff 
gains experience it may be feasible to 
combine the tier 1 and tier 2 operations.) 

It would be desirable for planners to 

experiment with various combinations of 

characteristics and tolerances in one or more 

pretests. Assuming that all items have 

relatively low response errors associated with 

them, the combination of characteristics and 

tolerances yielding the smallest net error 

and gross error would be the most desirable. 

The decision on matching rules assumes 

knowledge of the probabilities of erroneous 

matches and erroneous non-matches. This 

information might be obtained from a pretest 

by collecting sufficient matching information 

from respondents so that the resolution of 

questionable cases can be made, although it 

is likely to be infeasible to obtain this 

"additional" information in the regular PES. 

Another option might be to obtain this 

additional information for a subsample of the 

regular PES; in this case, initial matching 

could be confined to this subsample such that 

matching rules for the remainder of the PES 

may be established. 

One method which may be useful for ob­

taining optimal tolerances for a particular 

characteristic would be to start with zero 

tolerance and gradually increase the limits. 

At eacp step record the number of erroneous 

matches and erroneous non-matches that 

correspond to this characteristic. Tolerance 

limits would ultimately be set at the level 

for which the increase in erroneous matches 

is greater than the decrease in erroneous 

non-matches; that is, the gross matching error 

is minimized. 

In order to determine the optimal number 

of characteristics to use, the procedure is a 

bit more complicated. A suggested procedure 

for when tolerance limits are fixed is as 

follows: 

(1) Select a characteristic that has the 
lowest probability of an erroneous 
match (this will usually be a char­
acteristic with the smallest net 
error). Calculate the net error for 
this characteristic. 

(2) Select the next characteristic to be 
used by choosing the one that will yield 
the greatest reduction in net error. 

(3) Continue on with succeeding characteris­
tics until the sign of the net error is 
changed. 

A worksheet can be developed that may 

be used to list all relevant information need-

ed to make a decision on the optimal number 

of characteristics to use for matching. The 

estimation of the relevant probabilities is 

discussed in the section on estimation that 

discusses matching bias (section 2.84). 

It is desirable for matching rules to be 

explicitly stated and documented so that 

persons who do the matching do not apply 

different criteria. In some cases, subjective 

matching may give better results; but, over a 

large number of matching decisions, an 

operation that uses explicitly stated matching 

rules will be much more controllable and 
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statistically defensible, as it will likely 

yield estimates with smaller net and gross 

matching errors. 

2.63 One way versus two way match.--If 

the census erroneous enumeration sample (E­

sample) is selected independently of the post 

enumeration survey, the match to measure census 

underenumeration will be strictly in one 

direction (from the post enumeration survey 

to the census records). However, if the cen­

sus erroneous enumeration sample is overlapped 

with the post enumeration survey, a match in 

both directions (two way match) could result 

in substantially less field work for the cen­

sus erroneous enumeration survey. This is 

true under both Definitions I and II. Census 

erroneous enumeration interviews will only 

have to be made for persons who are listed on 

the census questionnaire but are not on the 

PES questionnaire (under the assumption that 

the address is the same for the two households). 

For persons who are on both the PES form and 

the census form, it is illogical for PES 

questions to be repeated in the census erroneous 

enumeration survey (which would likely result 

in a repeat of the PES answers). 

2.64 Fo110wup interview to obtain 

additional information.--After the matching has 

been completed, there will likely be some cases 

for which the matching status is not ascertain­

able. The available information may be so 

vague or incomplete that it is impossible to 

determine if the person was enumerated in the 

census with any reasonable degree of cer­

tainty. For many of these cases, a fo110wup 

interview to collect additional information 

may resolve the matter. For cases which re­

main uncertain even after the field fo110wup, 

a noninterview adjustment will have to be 

iLltroduced into the estimation procedures 

(see section 2.82). 

2.7 Spec£al p~obiem~ 

There are certain problems one needs to 

be aware of and take steps to deal with in 

order not to bias the coverage estimates. The 

most serious problems are described below. 

2.71 Fo110wup of movers.--A major 

problem with both Procedure A and the census 

erroneous enumeration sample is the enumer­

ation of out-movers. The fo110wup of out­

movers is expensive, time consuming, and the 

resu1t.s are often less than successful; how­

ever, it is necessary to undertake such an 

operation in order to obtain "unbiased" 

results (assuming no response error occurs). 

If fo110wup is not conducted, information on 

out-movers will have to be collected from 

proxy respondents and an unknown and possibly 

significant bias can be a consequence. For 

the E-samp1e, the bias can be particularly 

serious for Definition II used in conjunction 

with Procedure B. A typical pattern of 

response error often made with Procedure B is 

for the respondent to report residing at the 

current sample address on census day when in 

fact the person was an in-mover. If an over­

lapped census erroneous enumeration sample is 

used, the in-movers would provide a proxy 

response for the census out-movers if no 

fo110wup is done on out-movers; thus, the 

out-movers would probably be classified as 

not living at the current address on census 

day, resulting in a census 'erroneous enumer­

ation. In this situation, the current resi­

dents will be missed in the census (erroneously) 

and the census day residents of the PES 

sample address also will have been erroneously 

enumerated (since they were not followed up 

to obtain an interview). This would, however, 

depict the correct situation if the current 

residents were enumerated at their previous 

address; if not, a bias will result. 

----------------------------------------------
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2.72 Assignment of current EA codes to 

the PES.--A problem in matching can occur if 

a current or ongoing survey is used as a 

vehicle to estimate coverage error, particu­

larly if the survey was designed on the basis 

of enumeration areas from a previous census 

which had different enumeration area defini­

tions. Therefore, all current survey 

addresses must be assigned enumeration area 

codes that correspond to the current census. 

This can be a time-consuming task, and if 

done improperly can result in the coverage 

estimates being severely biased. It is very 

important for the current survey enumerators 

to prepare high-quality location maps for the 

sample addresses so that the assignment of EA 

codes in the PES can be accurately undertaken. 

2 • g E.6 :ti.ma..:tio vt 

Some earlier post enumeration surveys 

were designed to give single system estimates 

of coverage error; for example, the PES for 

the 1950 Census of the United States. This 

type of PES had as its primary objective 

superior coverage in the survey than in the 

census. More intensive canvassing procedures, 

more experienced interviewers, closer super­

vision, and more extensive probing are 

employed in an effort to produce better popu­

lation coverage. Efforts are made to include 

all the persons who were missed in the census 

as well as all who should have been enumer­

ated in the census and who actually were. 

Census results may be used in a reconciliation 

operation in an effort to improve the quality 

of coverage in the PES; thus less attention 

is given to maintaining independence with the 

census. The following estimator is applicable 

to this type of PES: 

Let: 

N' the estimate of the total population 

the estimate of the number of 
people that were in the PES but 

not in the census (obtained by 
matching the PES to the census) 

Nl = the census count 

The estimate of the total population is given 
by: 

and the census miss rate by: 

V' 2 

N' 

These estimators are conceptually biased 

because they do not take into account the 

category "missed in both the PES and the 

census". An evaluation of the 1950 U.s. 

census PES results verified that this bias was 

serious. In the evaluation, comparisons were 

made between the PES and estimates derived on 

the basis of demographic analysis. For 

important subgroups of the population, the PES 

estimates badly understated the magnitude of 

the undercount. Apparently, persons enumer­

ated in the census were much easier to locate 

and enumerate in the PES than persons missed 

in the c'ensus. Some persons missed in the 

census were not reported in the PES for the 

same reasons that they were not reported in 

the census, such as: deliberate concealment, 

ambiguity of residence rules for persons with 

little attachment to a given household, and 

isolated or hidden dwelling units. 

Thus, a "best quality" type of PES may 

reduce bias due to poor enumerators or care­

less canvassing procedures, but does little 

to reduce the correlation bias that arises 

from the "nature" of the population that is 

to be enumerated. In addition, the recon­

ciliation operation which is a feature of the 

"best quality" PES approach can actually 

increase correlation bias, since it eliminates 

PES errors which erroneously report persons 

who were not living at a given address on the 

census date and were, therefore, not 

---------------------



50 EVALUATING CENSUSES OF POPULATION AND HOUSING 

enumerated at that location in the census. 

The reconciliation operation does not properly 

account for errors made in the PES of omitting 

persons who ~hould have been enumerated at an 

address in the census, but were not. 

Furthermore, there is substantial evi­

dence that even though a survey may devote 

considerable attention to population coverage, 

it will still not achieve as good coverage as 

a moderately well executed census. Thus, it 

is currently felt by many PES practitioners 

that the "best quality" type of PES is doomed 

to less than successful outcome. 

Another PES approach that has been used 

in some countries is the following: 

Let: 

U' 1 

the PES estimate of the total popu­
lation 

the estimate of the persons enu­
merated by the census and missed 
by the PES 

At the time of the PES interview, the 

interviewer is given the census roster to be 

used to improve the PES roster. Estimates 

of the total population and the census miss 

rate can be derived from this information as 

follows: 

N' 

R m U' 
1 

N' 

This method requires no matching opera­

tion in the central statistical office. How­

ever, it has several weaknesses. Not only 

is it subject to the bias of omitting persons 

missed in both the PES and the census, but it 

also is potentially subject to increased 

variance in comparison with the estimators 

described above because of potential correla­

tions between U{ and Nz • 

2.81 Dual system estimation.--The general 

model for dual system estimation was described 

in section 2.1 of this chapter. Subsequent 

sections described the data collection process 

and the use of the P- and E-samples to control 

problems of missing and erroneous data. Dual­

system estimates of the size of the total 

population may be obtained from the survey 

results as: 

(2.1) N (N - G - E - D - I) p c 
M 

where 

N 
P 

N c 

E 

D 

G 

the weighted total of persons in the 
P-sample 

the total number of persons enumer­
ated in the census 

the weighted total of persons 
erroneously enumerated in the census 
from the E-sample (e.g., born after 
census day 

the weighted estimate from the E­
sample of duplication in the census 

the weighted estimate of persons 
misassigned geographically in the 
census from the E-sample 

the true population size, the value 
to be estimated 

I the number of persons 'enumerated in the census 
:but having insufficient information for 

matching 

Similarly, the net undercount rate can be 

estimated as 

(2.2) IV 
RN 

c 
N (N - G - E - D - I)/M 
P c 

The observed census total divided by the dual 

system estimate, or 

(2.3) 
M 
N 
P 

(N - G - E - D - I)/N c c 

H • The wei ghted tota 1 of persons 
matched from the P-sample to 
the census (persons enumerated 
in both the P-sample and the 
census) 
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The numerator and denominator of RN rep­

resent gross error rates from the census. 

The numerator is the estimate of the coverage 

rate in the census, and the denominator is 

the estimate of the correct enumeration rate 

in the census. Writing these in more familiar 

terms, 

(2.4) 

where 

GU 

GO 

1 - GU 
" 1 - GO 

the gross undercount rate (un­
corrected for errors in the census) 
and 

the gross under count rate, in­
cluding census errors 

Note that if tbere were no errors in the 

census (that is, duplicates, geography errors, 

etc.), the net undercount rate would equal 

the gross undercount rate. Note also that the 
A 

ratio RN is usually less tha~ one, denoting 

a net undercount. However, RN can also be 

greater than one, indicating a net overcount. 

Each of the components in this estimator 

is obtained as a sample estimate derived from 

either the P-samp1e or the E-samp1e. In 

developing the estimates, it is desirable to 

make weighting adjustments to the E-samp1e 

to force the E-samp1e marginal totals for 

selected characteristics to exactly fit the 

census totals for these characteristics, 

since the E-samp1e is a subsamp1e of the 

census. 

2.82 Treatment of missing data.--In 

addition to the development of weights and 

sample estimates, there is the problem of 

missing data to be dealt with. Because of 

time constraints, lack of resources, errors 

in processing, and reluctance of respondents, 

some crucial data items will be missing. 

Depending on the volume and particular items 

that are missing, the problem may be handled 

either by making weighting adjustments or 

imputing the missing data. The U.S. Census 

Bureau used both techniques in the 1980 census 

PES. For cases in both the P-samp1e and the 

E-samp1e,in which entire households were 

missed (for example, a complete refusal to be 

interviewed for all members of the household), 

the household was dropped from the sample and 

a weighting adjustment was made to account for 

its loss. For cases in which only particular 

data items were missing, e.g., match status 

in the P-samp1e for a case which was an other­

wise complete interview, the missing data 

value was imputed. The imputations were per­

formed using the "nearest neighbor" policy. 

That is, imputation values were chosen from 

cases that were most similar to the case 

for which data were missing. Cases were gen­

erally linked by age, race, sex, household 

size, and proximity. 

However the missing data problem is 

treated, caution should be exercised in 

choosing a method for i making I data adjustment, 

since the choice of the method directly 

affects the estimates of the undercount. This 

is particularly true if the under count rate 

is small relative to the proportion of data 

that are missing. 

2.83 Post stratification of estimates.-­

Often different subgroups in the population 

have quite different rates of coverage in the 

census. If this occurs in the population, it 

becomes necessary to post-stratify the dual 

system estimates to avoid mixing the capture 

probabilities. A national level estimate, 

for example, can mix a high undercount rate 

for the young (and often highly mobile) popu­

lation with a low undercount rate for the 

older population, leading to a bias in the 

estimate. Separate estimates for each age 

group would avoid these problems, and the sum 
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of the dual system estimates across age or 

other subgroups will yield an unbiased esti­

mate of the national population total. 

As a general rule, it is best to form 

estimates for subgroups which are as homo­

geneous as possible, and sum the estimates 

up to the level of aggregation desired. On 

the other hand, if the subgroups are very 

small, a ratio bias can occur in the sample 

estimates. Generally, subgroups should 

contain at least 50 persons or housing 

units. The estimates may subsequently be post­

stratified by age, sex, geography, or any 

other variables which are felt to be important. 

2.84 Special problems related to 

estimation.--The dual system estimation method 

makes certain assumptions with regard to the 

two sources of data. If these requirements 

are not met, biases of the dual system esti­

mates of the true number of cases and the 

completeness rate will result. These biases 

are of the following type: 

(1) Correlation bias. Correlation bias is 
the tendency of cases included in the 
census to have a higher probability of 
inclusion in the PES than cases not 
included in the census. This can be a 
particularly serious problem for certain 
subgroups of the population. Correlation 
bias occurs due to the nature of coverage 
error and the data collection systems, 
that is, the census and the PES. Very 
often the same persons tend to be missed 
in both the PES and the census because 
they are members of population subgroups 
which are difficult to cover. Bias also 
will occur because of "communication" 
between the PES and the census. This 
includes any interaction between the 
field staff and procedures of the PES 
and the census that affect the coverage 
or omission of persons in either the PES 
or the census. 

(2) Matching bias. As previously mentioned, 
there are two types of matching errors: 
erroneous matches and erroneous non­
matches. If the expected value of the 
difference of these errors is zero, they 
will have no effect on the dual system 
estimate (that is, they will cancel 

each other out). However, as each source 
of error increases, there also will be an 
increase in the variance of the estimate. 
Since it is generally not an advisable 
statistical policy to rely on the mutual 
cancelling of different types of errors 
to obtain accurate results, and because 
of the detrimental effect on the 
variance of the dual system estimate, it 
is best to minimize both types of error. 

(3) Variance considerations. Because the PES 
is a sample survey, the dual system 
estimator will be subject to sampling 
variance. Sampling variance will be a 
function of the sample design used, the 
sample size, and the census undercount 
rate. As the degree of clustering goes 
up or the sample size is decreased, the 
sampling variance will increase. As the 
undercount rate increases, the sampling 
variance will increase. 

The variance of the dual system estimator 
also is affected by nonsampling error. 
These ar~ errors in household counts 
attributable both to enumerators and 
respondents, and exist in both the census 
and the PES. There are also matching 
errors and other clerical errors which 
affect the precision of the estimates. 
The impact of these errors on the dual 
system estimator is similar to that 
encountered for the index of inconsistency 
in the content evaluation portion of this 
manual (see chapter 3). There may be an 
increase or decrease in variance depend­
ing upon the net direction of the ~rror. 
The literature on the implications of 
nonsampling error for dual system 
estimation is to date inadequate, however, 
and further research is needed. 

Z.9 Sugge.l.>ted tabuia:U..oVlJ.l 

The following tabulations should be 

considered in order to fully understand the 

nature of the coverage error problem. Not all 

of these tabulations will be appropriate for 

all countries, however. It is important then 

that considerable attention be given to which 

types of estimates ~re to be prepared. These 

tabulations are necessary not only in deciding 

what form the "official" coverage error esti­

mates will take, but may also be useful in re­

vealing the intrinsic nature of the coverage 

error problem. Suggested tabulations are: 
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(1) Population enumerated in the census for 
relevant demographic/spcioeconomic sub­
groups by relationship to head of house­
hold and sex in major geographic areas 
of the country; especially important are 
urban-rural areas where the nature of 
the coverage error problem can be vastly 
different. 

(2) PES estimates for the same categories 
described above for the census. 

(3) Estimates of census imputations, erro­
neous enumerations, persons in the census 
assigned to the wrOIlg census enumeration 
area, census duplicate enumerations and 
persons whom the PES identified as living 
at a residence other than the census 
reported .residence on census day. 

(4) Nonresponse rates in the PES by cause 
of the noninterview (refusals, not at 
homes, etc.) 

(5) Dual system estimates of the total popu­
lation by type of procedure (A, B, or C) 
if relevant information is collected to 
obtain all three kinds of estimates. 
These estimates should be calculated 
separately for movers and non-movers as 
well as for the total. 

3. LONGITUVINAL TRACING STUVIES 

Post enumeration surveys have experienced 

mixed success in the United States. For some 

groups of the population, the estimates have 

been relatively good; however, for other groups 

they have been less satisfactory (e.g., young 

mal·es aged 18 to 25). A procedure that has been 

successfully used in other countries (e.g., 

Canada), the longitudinal tracing study, has 

considerable promise in evaluating the coverage 

of subgroups of the population for which a large 

post enumeration survey correlation bias exists. 

The procedure is, however, relatively expensive; 

and thus may be economically feasible to apply 

only to specific subgroups of the population, 

with the post enumeration survey (PES) approach 

providing coverage estimates for the remainder 

of the population. 

3. 1 CoveJLa9 e :tec.hiUqu..e 

The longitudinal coverage technique attempts 

to create independent components of the popu­

lation which collectively represent the popu­

lation at any point in time. For a given 

census, the following population components 

may be identified: persons enumerated in the 

previous census, persons missed in the previous 

census, intercensa1 births, intercensal nat­

uralized citizens, and registered aliens. A 

sample of these persons is selected shortly 

after the most recent previous census and is 

monitored over the intercensal period to obtain 

demographic or socioeconomic information and 

up-to-date address information. Additions 

are made to the sample between censuses of 

births and inunigrants on a regular basis; thus, 

the sample actually grows in size between 

censuses. A match is then made to the current 

census listings to determine whether the 

sample persons were enumerated. This matching 

operation could be structured in much the same 

manner as a post enumeration survey. 

Tracing procedures should be used which 

minimize potential correlation bias since a 

person's knowledge of the tracing procedure 

could influence his/her desire to be enumer­

ated in the current census. Current address 

information may be obtained from such sources 

as designated contact persons who are de­

termined in the initial interview, post office 

"mover" records, or other administrative 

records. Post office "mover" records or other 

administrative records would seem to be 

especially promising for purposes of keeping 

correlation bias to a minimum. This proce­

dure is presently being tested in the United 

States as a method of estimating coverage 

error in the 1990 census. 
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The longitudinal coverage technique is 

based on the proposition that groups of people 

who are difficult to enumerate on census day 

are easier to enumerate, or to include in a 

sample, some years before the census when they 

are members of a population se~ment which 

tends to be covered more completely in censuses. 

However, correlation bias may nevertheless 

arise when those people who were traced 

successfully are more likely to be counted in 

the census than those who were not traceable. 

The manner in which the tracing procedure is 

conducted is an important determinant of the 

potential correlation bias that can occur. 

The following are five alternative 

tracing procedures which might be considered: 

(1) During the intercensa1 period, periodic 
j tracing, is done which involves no 
persona.! contact with the subject (for 
example, only the post office or other 
groups are contacted, never the indivi­
dual). 

(2) During the intercensal period, the 
subject is initially contacted in order 
to obtain basic information needed for 
future tracing operations, but no further 
personal contact is made. 

(3) During the intercensal period, the sub­
ject is contacted initially to collect 
basic information, and is then contacted 
periodically to obtain current address. 

(4) No tracing is done or contact made during 
the intercensal period; at the end of 
the intercensal period, the subject is 
retrospectively traced. 

(5) No tracing is done during the intercen­
sal period; at the end of the intercen­
sal period, the subject is retrospectively 
traced. The subject is contacted early 
in the intercensa1 period to collect 
basic information that can be used later 
in the retrospective tracing operation. 

In general, operations that involve con­

tacting the subject are very risky. However, 

if this can be done without increasing 

correlation bias, there are potential gains 

in reducing erroneous non-matches. Some 

considerations that need to be addressed in 

further research are: 

(1) the costs of the various alternatives 

(2) the magnitude of correlation bias caused 
by contacting the subject 

(3) the percent of persons lost during the 
period of alternative tracing procedures 

(4) for retrospective tracing, the proportion 
of persons who are "lost" for various 
tracing periods 

4. USE OF NETWORK (MULTIPLICITY) SAMPLING 
IN ESTIMATING COVERAGE ERROR 

Recently, research has been conducted at 

the U.S. Bureau of the Census on the use of 

network (or multiplicity sampling) for the 

purpose of estimating the undercount. In a 

typical household survey, where the household 

is the sampling unit, a person can be reported 

if he/she is a member of the household that 

was selected for the survey. In a multipli­

city survey, a person can be included in the 

survey by either being a member of the house­

hold that is selected, or by being linked 

from another household not in sample. This 

technique has been used in the United States 

for estimating the incidence of rare diseases 

in the population, but only recently has been 

considered for use in estimating census 

coverage error. Since "events" can be report­

ed at more than one household residence, 

there are more chances for an "event" to be 

reported with the corresponding variance thus 

being lowered. Multiplicity sampling has 

also been used for purposes of estimating vital 

events and the completeness of death regis­

tration lists. 

The "rare event" that one tries to esti­

mate in a census coverage evaluation program 

is the incidence of persons being missed in 

the census. Sample household members are 
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asked to report their census day addresses and 

those of specified other persons (usually 

specific relatives). These reported census 

day addresses are then matched to census 

records to determine if the subjects were 

missed. Probabilities of including a missed 

person (and hence sampling weights) are deter­

mined by taking account of the number of 

persons who could report the subject. 

The multiplicity counting rule specifies 

which individuals a household is eligible to 

report. Usually the sample households report 

their de jure (resident) household members, 

parents, children, or siblings who reside at 

other addresses. The procedure used in weight­

ing the subject is determined by the counting 

rule adopted. For example, if the subject can 

be reported at their de jure residence or at 

their siblings' households, the respondent 

must report in the survey how many other 

households exist in which their brothers and 

sisters reside. The probability of the respon­

dent's selection in the survey is then the 

probability of selection of the sample house­

hold plus the sum of the probabilities of the 

siblings' residences being selected. 

Multiplicity surveys have certain dis­

advantages when used as vehicles for estimating 

coverage error, such as: 

(1) The household respondent may not report 
all other persons they can be linked to 
even if they are members of the house­
hold. (A PES also has this deficiency.) 

(2) The household respondent can report other 
persons as members of the "extended" 
household, but may not know anything 
more about the persons. In this case, 
it would be useful to talk to the other 
subjects directly. (Again, this same 
problem can and does arise in a PES.) 

(3) The respondent purposely omits certain 
designated relatives or does not give 
sufficiently detailed or accurate 

addresses or demographic information for 
designated relatives. 

(4) Single persons with relatives have only 
one chance to fall into sample, instead 
of a multiplicity of opportunities. If 
census misses are most common among the 
homeless and indigent, these persons 
could have a zero proba~ility of 
selection, and thus still pose a major 
source of coverage error. 

On the other hand, some of the advantages 

of the multiplicity approach are the following: 

(1) A large (network) sample can be obtained 
at relatively low cost. Thus sampling 
variances can be substantially reduced 
over a PES or a tracing study. 

(2) The potential for a substantial reduction 
in correlation bias presents itself if 
subjects who are missed in the census 
and omitted from their de jure residence 
are reported by a designated relative. 

4. 1 CouJ1ti.n.g Jtuiu 

Prior to implementing a multiplicity 

survey, research should be conducted for 

purposes of determining the optimum counting 

rule. Combinations of any of the following 

may be used to determine a counting rule: 

(1) all residents of the de jure residence 

(2) spouses of residents who reside elsewhere 

(3) children of residents who reside elsewhere 

(4) parents of residents who reside elsewhere 

(5) siblings of residents who reside elsewhere 

The ability to obtain good matching 

information (addresses and demographic infor­

mation) for the above counting rules can, 

obviously, vary considerably. Research in the 

United States with small samples has shown 

that the best matching information is obtained 

from parents of respondents and the least 

reliable information is from siblings of 

respondents. A particular counting rule should 
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not be used if the rate at which data and 

cases are lost due to poor matching information 

is usually high. A counting rule which results 

in proportionately more data lost than the 

coverage error being estimated should in 

particular not be used. 

The estimators for a multiplicity survey 

are somewhat different than those for a con­

ventional survey. In a conventional household 

survey, each person with the desired charac­

teristic in question can be reported only by 

the household in which they reside. However, 

in the multiplicity survey, each person can be 

reported by the household in which he/she re­

sides as well as other households in which he/ 

she does not reside, but which happen to fall 

in the sample. The number of "other" house­

holds reporting the subject will depend upon 

the multiplicity counting rule selected. The 

total number of households reporting the 

subject is referred to as their multiplicity. 

One will recall from an earlier section 

of this chapter that the PES dual system 

estimator for the total population, NT' is: 

A 

N = N 
T a 

!L 
M 

Assuming that a self-weighting probability 

sample of m households is selected for the 

multiplicity survey sample from M households 

in the population and a particular counting 

rule has been used, the multiplicity estimator 

of the total population, NT' is given by 

1 m 
-L 
f i=l 

n 1 L - (r .. + S .. J 
'lK. J,'l- J,'l-J:'; J 

where: 

1 f = the inverse of the sampling fraction 

N = the total number of persons in the 
T population 

I. 
'l-

H. 
'l-

1". . 
J,'l-

S .• 
J,'l-

K. 
J 

h .th . hi' t e 'l- person ln t e popu atlon 
(i = 1, 2, ... , N) 

the ith household in the population 
(i = 1,2, .. . ,M) 

= 110 

= ! 0

1 

M 

if I. is a resident of H. 
'l- 'l-

otherwise 

if Ii is not a resident of Hi' 
and is reported by H. 

'l-

otherwise 

L 
j=l 

(1". • + S. .J , 
J, 'l- J, 'l-

the number of households 
reporting I. (the multi-

'l-

plicity for I.) 
'l-

Thus to estimate K. for each member 
J 

reported by H., one must obtain a count of the 
'l-

number of other households which contain 

relatives of the subject. 

The multiplicity estimator for the match 

total M is ~ 

where: 

u .. 
J,'l-

v . . = 
J,'l-

m 
L 

i=1 

N 

L: 
j=l 

(u . . + v .. J 
J,'l- J,'l-

!0

1 if I. is a resident of H. and 
is mktched to a census r~cord 

otherwise 

1 if Ii is not a resident of Hi, 
and is reported by Hi, and is 
matched to a census record 

o otherwise 

5. PROFILES OF INTERNATIONAL 
COVERAGE EVALUATION STUDIES 

This section presents brief descriptions 

of census evaluation studies which have been 

undertaken in selected countries in recent 

----- --~-~~~ 
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years. This material is presented to provide 

some indication of the types of coverage 

evaluation designs which have been attempted 

in countries under different circumstances, as 

well as some of the key findings of these 

evaluation efforts. 

The presentation begins with a discussion 

of recent evaluation work in two developed 

countries (Canada and the United States), 

followed by a description of PES experiences 

in four developing countries (Korea, Paraguay, 

Bangladesh, and India). 

5.1 Ca.na.da. 

A longitudinal coverage approach' was 

initially used in Canada in conjunction with 

the 1961 census on an experimental basis and 

later as a primary evaluation methodology for 

the 1966, 1971, and 1976 censuses. The follow­

ing description is the methodology utilized 

for the 1976 census. 

The target population for this study 

was all persons who should have been enumerated 

in the 1976 census. From this population, a 

sample was chosen for matching purposes. Four 

separate frames were used to represent the 

population who should have been enumerated in 

the census. This population included: 

(1) Persons enumerated at their usual place 
of residence in the 1971 census. 

(2) Registered births between census day of 
the previous census (June 1, 1971) and 
census day of the current census 
(May 31,1976). 

(3) Registered immigrants to Canada between 
June 1, 1971 and May 31, 1976. 

(4) Persons not enumerated at their usual 
place of residence in the previous 1971 
census (that is, persons missed in the 
1971 census). 

A sample size of 33,000 persons was 

allocated to these four frames, with estimates 

of undercoverage available at the national 

level for bro,ad age-sex groups and geographic 

regions. 

The objective of the study was to classify 

each person in the sample into one of the 

following four categories: 

(1) Enumerated in the current 1976 census 

(2) Missed in the 1976 census 

(3) Died before June 1, 1976 

(4) Emigrated before June 1, 1976 

A tracing operation was conducted to 

assign each person to a place of residence 

as of the current census day (June 1, 1976). 

For this operation, a series of traces was 

performed retrospectively. The following 

activities were conducted in order of 

priority. 

(1) Each sample person from the 1971 census 
frame was matched to the 1976 census to 
see if he/she was enumerated in the 
current census at his/her 1971 census 
address. 

(2) For those not matching in (1) above, or 
in the other frames, a match to admin­
istrative records was made to obtain 
current addresses. 

(3) Extensive telephoning was done to obtain 
addresses at the time of the 1976 census. 

(4) Fieldwork was done whereby the subject 

ing: 

was personally contacted to obtain current 
census address information. 

The results of the study were the fo1low-

Final Status 

enumerated 
missed 
deceased 
emigrated 
trace failures 

Unweighted sample 
results (percent) 

88.2 
2.5 
3.2 
1.3 
4.8 

5. 2 urU-te.d strLteJ.J 

Post enumeration surveys were conducted 

as part of the 1950, 1960, and 1980 U.S. Censuses 

of Population and Housing. The design of each of 
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these post enumeration surveys however, was 

considerably different. The 1950 and 1960 

post enumeration surveys attempted to obtain 

an estimate of the total population that was 

"better" than the census by employing more 

rigorous procedures. The 1980 PES approach 

emphasized independence from the census rather 

than quality of PES enumeration. 

5.21 1950 census post enumeration 

survey.--A sample of areas was selected for 

this study and intensively recanvassed. Housing 

units that were missed from the census were 

then determined along with persons residing 

in those units (who were by definition also 

missed). 

A sample of housing units that were 

enumerated in the census also was selected 

and contacted in order to estimate persons 

missed within enumerated units. Better enu­

merators were used and more intensive house­

hold interviews were conducted. The PES esti­

mated that approximately 75 percent of the gross 

undercount of people resulted from dwelling 

units having been missed. It was generally 

felt that these results were more a reflection 

of the inadequacies of the PES rather than 

of the true pattern of coverage error. Two 

general conclusions were drawn from the 1950 

post enumeration survey: 

(1) Despite all efforts to do a "perfect job" 
in the PES, people were still missed 
and, unfortunately, many of these same 
people were also missed in the census. 
A consequence of this is that estimates 
of the undercount are badly biased for 
certain categories, especially males, as 
illustrated in figure 2-5. 

(2) Matching is a costly and difficult under­
taking. Attempts to minimize matching 
costs will usually lead to substantial 
increases in error. It was generally 
felt that the net matching bias was much 
smaller than correlation bias and .thus 
the overall bias was not appreciably 
reduced. (Generally, net matching bias 
is opposite in sign to correlation bias). 

5.22 1960 census post enumeration 

survey.--The 1960 post enumeration survey con­

sisted of two studies, each of which utilized 

specially trained enumerators to obtain esti­

mates of omission and duplicate reporting of 

persons and housing units. 

The studies consisted of: 

(1) A re-enumeration of housing units in a 
selected sample of areas which were 
intensively canvassed for missed and 
erroneously identified housing units in 
the census. 

(2) A sample of housing units enumerated in 
the census was re-enumerated to identify 
persons in census enumerated units who 
were missed in the census. 

Approximately 54 percent of the persons 

missed were determined to have come from missed 

dwelling units, a result somewhat more plausi­

ble than the 1950 results. However, a 

comparison of the PES results with estimates 

from demographic analysis (see figure 2-6) 

indicated that post enumeration survey esti­

mates for blacks appeared to be seriously 

deficient. 

As in the 1950 post enumeration survey, 

it is generally felt that the PES technique 

performs satisfactorily in detecting missed 

dwelling units and their occupants, but does 

not adequately account for persons missed 

within enumerated units. 

A major finding from this study was that 

estimation of the net undercount is made very 

difficult by missing data in the census and 

post enumeration survey which cause a con­

siderable number of unresolved match status 

cases. Very often, this occurs in groups 

that exhibit the highest undercounts. If the 

proportion of cases for which match status 

cannot be determined is higher than the 

proportion of persons who are missed, the 

adjustment made for missing data will strong­

ly affect the estimates being made. 
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Figu:r>e 2-5. COMPARISON OF PES ESTIMATES OF 1950 NET UNDERCOVERAGE WITH DEMOGRAPHIC ANALYSIS 
ESTIMATES 

(population in thousands) 

Both Male Female 
sexes, 

Source Total o to 14 15 to 39 40 to 64 65 years 15 to 39 40 to 64 65 years 
years years years or older years years or older 

Census ............... 150,697 40,482 28,034 20,393 5,798 29,073 20,447 6,474 
PES estimate ......... 152,788 41 ,187 28,092 20,785 5,966 29,222 20,940 6,604 
'Minimum reasonable" 

C 
estimate 1 ......... 154,416 41,943 28,956 20,785 5,966 29,222 20,940 6,604 

oale estimate~ ...... 156,130 41,970 29,340 21,110 5,960 29,610 21,540 6,600 
i 

Estimated net 
undercount in Census 

P ES estimate ......... 2,091 705 58 392 168 149 493 130 
'Minimum reasonable" 

C 
est imate' ........... 3,715 1,461 922 392 168 149 493 130 

oa lees t i ma te~ ...... 5,429 1,488 1,306 717 162 537 1 ,093 126 

IFor these estimates~ the PES estimates for children under age 10 and for males 15 to 39 were 
adjusted upward. Children under age 10 Were -adjusted upward (by .8 million) utilizing birth 
registration information and males 15 to 39 were adjusted upward (by .8 million) using expected 
sex ratios that make use of sex differentials in birth and mortality rates. 

2 Coale, A.J., and Zelnick, M. 1963. New Estimates o(Fertility and Population in the United States. Princeton: Princeton University Press. 

Figu:r>e 2-6. COMPARISON OF CENSUS EVALUATION STUDY (PES) ESTIMATES OF 1960 NET UNDERCOVERAGE WITH 
DEMOGRAPHIC ANALYSIS (DA) ESTIMATES OF 1960 NET UNDERCOUNT* 

----- ---
White Nonwh i te 

Age Male Female Male Female 

PES DA PES DA PES DA PES DA 

All ages ••••. 1.6 2.4 1.7 1.6 4.2 9.7 3.4 6.3 

Under 5 years •.••. 1.3 1.9 1.7 1.1 2.6 6.6 1.8 5.1 
5 to 9 years ..•••• 0.5 2.4 1.6 1.5 4.8 5.1 6.5 4.2 
10 to 14 years ••.• 0.7 2.5 1.7 1.5 4.3 5.0 -0.7 3.9 
15 to 19 years .... 1.2 3.8 1.8 2.4 -2.8 12.3 1.1 9.6 
20 to 24 years •••• -0.2 4.3 2.3 2.4 2.3 18.4 2.6 9.5 

25 to 34 yea rs •••. 1.8 3.6 1.0 1.0 2.7 18.5 4.6 6.5 
35 to 44 years ••.. 1.4 2.2 1.8 -0.2 6.4 11.5 3.4 3.8 
45 to 54 years •••• 2.7 2.5 1.0 2.4 7.0 11.0 6.5 9.0 
55 to 64 years .•.• 2.7 0.5 2.9 1.7 6.4 8.5 4.2 11.6 
65 years or older. 2.3 0.0 1.3 3.5 6.7 -5.8 2.0 2.8 

*The 1960 PES estimates are for all blacks and other races but would 
differ trivialty from those for blacks only. The PES estimates also 
exclude the Armed Forces Overseas but this also would have a trivial 
effect on the undercoverage rates. 
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5.23 1980 census post enumeration 

survey.--The 1980 census post enumeration 

survey consisted of two major parts: 

(1) The April and August 1980 Current Popu­
lation Survey samples, which were matched 
to the census to obtain a match rate 
estimate. The Current Population Survey 
is a labor force survey conducted on a 
monthly basis. 

(2) An independent sample of persons enumer­
ated in the Current Population Survey 
sample was examined to determine if they 
were erroneously enumerated. In addition, 
a clerical operation was undertaken to 
study duplicate enumerations, and a field 
enumeration was made to identify errors 
in geographic coding. 

Prior to the 1980 census PES, two pretests 

of the PES procedure were tested in Richmond, 

Virginia and Durango, Colorado. Some of the 

major highlights of the 1980 census pretest 

PES are indicated below: 

(1) Richmond and Durango Pretests: Both 
Procedure A and B were tested. Proce­
dure B identified approximately twice as 
many mover omissions as Procedure A. 
However, Procedure A identified approxi­
mately 3 percent more non-mover omissions 
than Procedure B. Thus, the overall 
percentage of the total omissions who 
were movers was about the same in the two 
procedures. Approximately 30 percent of 
the omissions in Richmond and 60 percent 
in Durango were movers. This illustrates 
the tendency for movers to be missed in 
the census. Overall the Procedure B 
omission rate was 17 percent higher than 
that for Procedure A in Richmond and 
22 percent higher in Durango. 

(2) 1980 census PES: Procedure B, Definition 
II was used for the 1980 census PES, in 
large part due to the experience in the 
pretests. It was generally felt that the 
matching problems associated with Pro­
cedure B in the pretest were manageable 
and this procedure was much more success­
ful in picking up movers. 

5.3 Kofte.a 

A post enumeration survey was used as 

part of the 1970 census of population. Peo-

ple were listed where they were staying at 

the time of the PES, and an inquiry was made 

where they were at the time of the census 

(Procedure B). Final results of this study 

were not released for general distribution; 

however, some general comments can be made 

regardi~g the results. 

The 1970 PES census miss rate was 

significantly higher than PES miss rates for 

the censuses of 1960 and 1966. A controversy 

has arisen as to whether the 1970 PES esti­

mate is "better" than the 1960 and 1966 esti­

mates. The argument against the 1970 PES 

estimate revolves around the main problem 

with Procedure B; that is, the difficulties 

with matching "migrants", which has a tendency 

to produce erroneous non-matches, resulting 

in an over-estimate of the miss rates. How­

ever, it should be noted that the miss rate 

for nonmigrants, while less than the migrant 

census miss rate, was still considerably 

larger than the 1960 and 1966 PES estimates. 

The other side of the argument is critical of 

the methodology used in the 1960 and 1966 

post enumeration surveys. These designs 

utilized single system estimation techniques 

whereby attempts were made to create PES 

estimates of superior quality than the census 

estimates (dependent systems). As indicated 

previously in this chapter, this type of 

methodology is conceptually _biased as the 

category "missed in both the PES and the 

census" is not properly accounted for. 

5.4 PaJtaguay 

A considerable amount of PES coverage 

evaluation work was undertaken as part of the 

1972 Census of Population. Again, the results 

of this work were not released for general 

distribution; however, considerable informa­

tion regarding PES methodology may be derived 

from this study. 

Two independent procedures were used for 

the PES methodology: Procedures A and B. 

---------------------- -------------------------c-



Chapter 2 STATISTICAL EVALUATION OF COVERAGE ERROR 61 

Comparisons of the overall census miss rates 

for the total population, migrants and non­

migrants, total population between types of 

area (urban/rural), age/sex cohorts, and 

household composition (head, spouse, non­

relatives, etc.) were made. In addition, 

estimates with and without post-stratification 

were made to test the effects of correlation 

bias in dual system estimation. Post­

stratification of the estimates included the 

following steps: 

(1) the sample data was divided into groups 
expected to have very different complete­
ness rates; 

(2) dual system estimates were made separately 
within each group and summed in order to 
give appropriate estimates for the nation. 

Some of the major findings of the Paraguay 

PES were as follows: 

(1) Procedure B census miss rates were higher 
than Procedure A estimates, although only 
slightly outside the confidence interval. 
This relationship was true for both 
migrants and nonmigrantswhen analyzed 
separately. Procedure A, as would be 
expected, picked up fewer migrants than 
did Procedure B; to a lesser extent it 
also picked up fewer nonmigrants. The 
latter result was likely due to the 
tendency of Procedure B to erroneously 
classify some migrants as nonmigrants. 

(2) Both Procedures A and B population esti­
mates were lower than the census counts. 
This was probably due to the purposive 
omission of certain segments of the 
population from the PES (for example, 
institutional population), as well as 
sampling error. 

(3) The difference between incompleteness 
rates for Procedures A and B was primarily 
evident in the rural areas, where the 
Procedure B estimate was considerably 
higher than the Procedure A estimate. 
This could have resulted from a failure 
in Procedure A to pick up rural migrants, 
who have a tendency to be missed more 
frequently than urban migrants. It also 
could reflect a tendency for Procedure B 
to perform poorly where address infor­
mation is of poor quality (resulting in 
an increased number of erroneous non­
matches). 

----~---- ---------

(4) Estimates from both Procedures A and B 
produced census miss rates that were 
higher for men than women, and were 
roughly uniform across age categories. 

(5) Miss rates in Procedure B were consis­
tently higher than those for Procedure A 
for all relationship to head of house­
hold categories. This was especially 
true for other relatives, other non­
relatives, and employees. Since these 
groups are characterized by a tendency 
to be migrants, Procedure B may have a 
better chance to pick them up. 

A major finding from this study was that 

estimation of the net undercount is made very 

difficult by missing data in the census and 

PES which cause a considerable number of un­

resolved match status cases. Very often, 

this occurs in groups that exhibit the 

highest undercounts. If the proportion of 

cases for which match status cannot be deter­

mined is higher than the proportion of persons 

who are missed, the adjustment made for miss­

ing data will strongly affect the estimates 

being made. 

5.5 Bal1gtade1lh 

Bangladesh conducted its most recen-t cen­

sus in 1981. A post enumeration survey was 

conducted immediately after the census 

(2 weeks elapsed between the census period 

and the time of the PES). The PES was de­

signed to provide information for estimating 

coverage errors at the national level and 

separately for urban and rural areas. 

The sample comprised 250 enumeration 

areas: 150 rural and 100 urban. The s-amp1e 

was stratified with the primary stratifica­

tion being urban/rural and the secondary 

stratification was accomplished by arranging 

the EA's according to their geographic codes. 

A systematic random sample of EArs was 

selected from this ordering and the selected 

EA was re-enumerated completely. 
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Each EA was independently matched twice 

by two different matchers and the results were 

adjudicated by a supervisor through the use of 

field revisits. Non-matches were verified in 

the field. 

The principal objective was to estimate 

the magnitude of both the undercoverage and 

the overcoverage of the census. The estimate 

to be derived was the net coverage error rate 

for the census. As will be mentioned, in chapter 3. 

a secondary objective of the PES was to pro­

vide indicators of the quality of the infor­

mation collected in the census. 

The PES was actually conducted in two 

stages: a PES-A field survey arid a PES-B 

field followup operation that was also used 

to estimate erroneous enumerations. The data 

from these operations could be used to 

generate a PES-A, PES-B, or PES-C estimate, 

and the additional information on erroneous 

enumerations could be used to generate net 

coverage error rates. The findings are 

summarized in figure 2-7. 

The census coverage estimates were sig­

nificantly higher for rural areas. The 

completion rate of rural areas was 96.4 per­

~ent compared to 91.1 percent for urban lo­

calities. However, the erroneously enumerated 

rates of rural and urban areas were not sig­

nificantly different. This resulted in a 

difference in the net error rate, with the 

rate being only 2.5 percent for rural areas, 

but 7.7 percent for urban areas. At the 

national level the net error rate was calcu-

lated to be 3.1 percent. This was a record 

accomplishment if one compares the coverage 

errors of all earlier censuses; they range 

between 8 and 15 percent. 

5.6 IncUa 

India also conducted its census in 1981. 

India has a long history of conducting PES 

studies, with studies conducted after the 

1951, 1961, and 1971 censuses. Like Bangla­

desh, the PES was used to measure data quality 

too; unlike Bangladesh, the Indian PES 

measured duplicates but not other types of 

FigUX'e 2-7. 1981 BANGLADESH CENSUS COVERAGE ESTIMATES AND THEIR STANDARD ERRORS 

National Rural Urban 

Estimate Percent 
Standard Percent Standard Percent Standard 

error error error 

Completion rate ............ 95.8 0.22 96.4 0.2 91.1 1.0 

Missed rate .. , ........ , .... 4.2 0.22 3.6 0.2 8.9 1.0 

Erroneous enumeration 
rate ...................... 1.1 0.11 1.1 0.1 1.2 0.2 

Net error rate ............. 3.1 0.24 2.5 0.2 7.7 1.0 
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Figure 2-8. 1981 INDIA CENSUS COVERAGE ESTIMATES AND THEIR PERCENTAGE RELATIVE STANDARD ERROR 

National Rura I Urban 

Estimate Relative Re I at i ve Relative 
Percent standard Percent standard Percent standard 

Net omission rate .......... 18.0 

Dup I i cates ................. 2.7 

Difference ................. 15.3 

(x) - Not available. 

erroneous enumerations. Estimates were made 

for 16 of the 17 states in India, covering 

about 97 percent of the total population. 

A sample of 4,000 blocks was selected, 

using a proportional allocation from the 16 

states. Within each state the blocks were 

further allocated to rural and urban areas 

in proportion to the total number of 

enumeration blocks in those areas. A block 

averages 120 census houses. A systematic 

sample of blocks was drawn within each state 

with blocks ordered within urban/rural strata 

randomly. 

The field interview used the PES-A con-

cept, and an attempt was made to interview 

each person directly rather than collect 

proxy information. The findings of this 

study are summarized in figure 2-8. 

Like Bangladesh, the coverage rate is 

much better for rural areas than for urban 

areas. But nationally and by sub-national 

areas, the omission rate is much higher in 

India, with the national rate being 18 per­

cent. No data for previous censuses were 

presented. 

error 

4.69 

(x) 

-

error error 

15.0 6.0 27.6 7.5 

2.5 (x) 3. 1 (x) 

12.5 - 24.5 -
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Chapter 3. STATISTICAL EVALUATION OF CONTENT ERROR 

1. INTROVUCTION 

Every phase of census data collection and 

processing that involves manipulation of the 

data has the potential for introducing errors 

into the census results. Besides the inter­

viewing operation in which enumerators and 

respondents can make errors, there are many 

other operations such as editing, transcrip­

tion, keying, and coding where the personnel 

or the procedures cause errors which affect 

the census content. These content errors add 

bias and nonsampling variance components to 

the total mean square error (MSE) of a census 

statistic. In this chapter, methods for 

assessing the quality of the census data and 

operations through the statistical estimation 

and analyses of these components are consid­

ered. By estimating the bias components, the 

magnitude of the net systematic errors which 

arise from one or more operations in any data 

collection activity can be assessed. The 

estimated variance components for operations 

are an indication of the frequency and magni­

tude of the variable errors which occur. 

Knowledge of these components, first, enables 

the experienced statistician to judge the 

quality of the operations and, in many cases, 

the overall quality of the collected data. 

Second, an analysis of these components can 

often point towards improvements for future 

censuses in the design and implementation of 

the operations. This results in reductions 

in the magnitudes of the error components and 

thus in better quality data. Third, the 

estimated components of total error can pro­

vide a more realistic measure of the accuracy 

of a statistic if they are appropriately 

combined. 

1.1 The. .bc.ope. 06 :thM c.hap:teJr.. 

This chapter will emphasize two techni­

ques which are most often used for census 

evaluation. These are referred to as inter-

penetration studies or randomized experiments 

and reinterview studies. The following topics 

will be covered: 

(1) The process by which operations, respon­
dents, training methods, collection 
techniques, and/or other factors contrib­
ute to the bias and variance components 
of the MSE. 

(2) Basic techniques for modeling census 
error for quantitative and qualitative 
data. 

(3) The design and implementation of studies 
providing data for the correlated compo­
nent of response variance, simple response 
variance, and response bias analysis. 

(4) Methods for computing and reporting the 
estimates o~ the components of MSE for 
census statistics. 

(5) Methods of analysis of the MSE components 
for determining the impact of enumerator 
and respondent errors on the census 
statistics, as well as the quality of 
the operations and/or the responses. 

The chapter begins with an introduction 

to modeling nonsampling error, particularly 

respondent errors and enumerator errors. 

From this theoretical basis, the effects of 

systematic and variable errors of census sta­

tistics can be studied, and the concepts of 

mean square error component analysis can be 

best understood. 

1.2 SOWtc.e..6 06 YlOYi-6ampUvtg eNtal!. 

Nonsampling errors can be classified into 

two main groups: systematic (or consistent) 

errors and variable (or inconsistent) errors. 

Systematic errors are errors which occur more 

or less in the same direction for all the 
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units in the sample. For example, an inter­

viewer may consistently overestimate the 

value of housing for a sample of dwelling 

units. Systematic errors create a bias in 

the estimates, since their effects cumulate 

over the sample observations. Variable errors 

are errors that occur in no predictable di­

rection and tend to approximately cancel out 

in fairly large samples. These are errors 

such as haphazard mistakes made by interview­

ers, keyers, and transcribers, or some care­

less mistakes on the part of the respondents. 

Some of the main contributing sources of 

nonsamp1ing error are: 

(1) The frame. Part of the population may 
be omitted from or erroneously included 
in the frame; or the sampling operation, 
if there is one, may incorrectly sample 
the units. 

(2) Noninterviews. Some units in the survey 
may not be reached during the collection 
period or may refuse to respond to all 
or part of the questionnaire. 

(3) Processing operations. Keying, coding, 
editing, and computer programming are 
all potential sources of error, although 
quality control operations attempt to 
keep these errors in check. 

(4) Interviewing. Interviewers may influence 
the respondent to give or avoid certain 
responses, or they may transcribe the 
information onto the questionnaire incor­
rectly. They may even make up informa­
tion for reluctant respondents. 

( 5) Respo~dents. Respondents may remember 
certain events incorrectly or deliber­
ately falsify some information. Or they 
may lack the knowledge about the informa­
tion requested or misunderstand what is 
wanted. 

(6) Questionnaire. Questions may be con­
fusing to both the respondent and the 
interviewer, or they may be worded to 
influence the respondents to answer in a 
specific (and not necessarily correct) 
way. 

(7) Weighting. The data may be improperly 
weighted because of processing errors or 
because the proper value of the weights 
are not known exactly. 

(8) Reporting. The survey results may be mis­
reported by the analyst or misinterpreted 
by the user. 

In any census, evaluation is never a sub­

stitute for the control of errors. By design­

ing quality into a census and providing quality 

checks at each phase, many of these errors 

can be avoided. Evaluation studies offer a 

means of determining whether the quality con­

trol programs are yielding the desired results 

or whether additional controls are needed. If 

an operation or other potential error source 

is suspected as being an important detriment 

to data quality, it can be further investi­

gated using evaluation methods. 

1.3 The. bcu.,,i.c. c.onc.e.p.t6 06 c.onte.nt e.vMua:tton 

The statistical evaluation of census con-

tent error is concerned with the estimation of 

the variance and bias components which, when 

combined, describe the total error in a census 

statistic. Let us first define what is meant 

by "the total error in a census statistic." 

This requires the use of a very simple model 

for census error. 

Let N denote the number of units (that 

is, persons, households, housing units, etc:) 

in the population of interest; for example, 

the population may be persons in a country, 

city, or village. Suppose that a census is 

conducted and a number of questions are com­

pleted for each of the N members of the popu­

lation. Consider one particular character­

istic measured in the census and denote this 

item by c; for example, c may be income, 

educational attainment, age, marital status, 

or size of household. Now, consider the 

response to item c of any unit chosen from 

the population. Denote the unit by the index 

j and the response by y .• Our simple model 
J 

for describing the total error in the census 

is as follows: 

--------~-------- - --------------------

.". 
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Recorded value 
for unit j 

True value + 
for unit j 

Error committed 
by respondent, 
interviewer, 
processing, 
etc. 

which can be written more concisely as 

(3.1) y·=~·+e· 
J J J 

where ~. is the true value of the character­
J 

istic for unit j, and e. is the error intro-
J 

duced for the unit by any number of the 

sources described in section 1.2. For simpli­

city, we shall assume each of the N units in 

the population responds to item c and, later, 

relax the assumption. 

Model (3.1) forms the basis of statis­

tical content evaluation. The model assumes 

that 

(1) 

(2) 

(3) 

For every unit j in the population 
(j = 1~ ... ~ N), a true value ~. for the 
characteristic c exists. J 

The recorded value, Yj' and the true 
value, ~j' differ by an additive error 
term, e .. 

J 

The e. values are random variables. 
J 

Assumption 3 means, essentially, that for 

each unit j there is a set of possible values 

that e j may take for the census response, each 

having an associated probability of occurrence. 

For example, suppose the characteristic of 

interest is household gross income and consider 

a particular household in the census whose 

true income, ~j' is 10,000. Further suppose 

that, for the census, a value of y. = 9,600 
J 

was reported. Thus, the error, e., is 9,600 
J 

- 10,000 = -400. The model assumes that the 

error -400 was chosen at random from a popu­

lation of possible errors for the income of 

household j. If the census process could be 

repeated for household j, there is some prob­

ability that other values of e. would occur. 
J 

Studies conducted in the United States 

have shown that the errors e. may be corre­
J 

1ated through systematic effects introduced 

-~---~-~- -------------------

by census personnel. That is, the errors 

introduced by some operators may be large, 

while those introduced by other operators may 

be small. It is believed that the major cause 

of the correlation is the census enumerator. 

Enumerators may influence responses by reword­

ing questions, giving positive or negative 

reinforcements to responses, deducing responses 

incorrectly, and so on. 

Because of the large number of responses 

they collect, each enumerator can have a 

tremendous impact on the data. This impact 

can be expressed mathematically. In the 

appendix, models are given for describing the 

effect of enumerators on census and survey 

results. These models make the following 

assumption: if y. and Y'I are responses to 
J J 

an item c for two units in the same enumer-

ator's assignment, the associated errors e. 
.1 

and ejl are correlated. Further, the errors 

ea and eb for two responses in two different 

enumerators' assignments are not correlated. 

This essentially means that errors made by 

one enumerator are not affected by the errors 

made by another enumerator. 

With the preceding assumptions, we can 

now discuss a measure of the total error in a 

census total or percent. This widely known 

measure is called the "mean square error." 

1 • 4 The mean .6qu.CVte eNLOJr. 06 c.e.n.oU.6 
.6:tafu:ti..CJ.> 

Let us now consider how the errors e. 
J 

affect the accuracy of census statistics. We 

will give the relevant formula for totals. 

The corresponding formulas for proportions can 

be readily obtained from these. 

Let Y denote the observed census total 

for the characteristic c. Y is therefore 

N 

L 
j=l 

(3.2) Y y. 
J 

where y. has the error structure given in 
J 
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model (3.1). The mean square error of Y, de­

noted by MSE(Y) , is defined as the sum of: 

(a) the square of the bias of Y, denoted by 

B2(y), and (b) the variance of Y, denoted by 

V(Y); that is, 

MSE(Y) = B2(y) + V(Y) 

By model (3.1), we have: 

N 
(3.3) Y L 

j:=1 
)..l. + 

J 

N 

N 

L 
j=l 

e. 
J 

Note that the first term, L: j.l., is the true 
j=l J 

population total and is constant--that is, it 

has no bias or variance. Thus, the terms in 

MSE(Y) must arise from the sec-ond term in 

(3.3), referred to as the response error term. 

In order to provide an expression for the 

MSE(Y) , we must define the expected value and 

variance of e j . 

In the appendix, two structures are devel­

oped for the error e.--one appropriate for 
J 

quantitative data (or data measureab1e on a 

continuous scale) and another for qualita­

tive or categorical data. Each of these 

structures yields different mathematical forms 

for the components of the mean square error. 

Therefore, the interpretations of the esti­

mated measures of bias and response variance 

that will be discussed later will depend upon 

whether the type of data being collected is 

continuous or categorical. A general formula 

for the MSE(Y) is given below, which does not 

depend upon which of the two error structures 

is used. This formula, which will be discussed 

subsequently in detail, applies to any census 

total and is central to census content 

evaluation: 

(3.4) MSE(Y) = N2B2 + N(m - l)(CC) + N(SRV) 

Here, B denotes the average bias of the y j~ 

CC denotes the correlated component of enu­

merator variance, m is the average size of an 

enumerator assignment, and SRV denotes the 

simple response variance. Equation (3.4) may 

be easily converted to a formula appropriate 

for the census mean or proportion by dividing 

through by N2
• The terms in (3.4) will now 

be defined. 

1.41 B, the census bias component.--The 

bias term, B, in (3.4) is defined by 

N 
E(Y) - L llj 

j=l 
B = ----:N~--(3.5) 

where E(Y) is the expected value of the total 

Y over the distribution of errors in Y. Con­

ceptually, one may imagine many repetitions of 

the census for the same population at the same 

point in time. The average of the total Y over 

these repetitions is the expected value of Y or 

E(Y). This bias is, therefore, a measure of the 

net effect of persistent, systematic errors on 

the total Y. From (3.5) we have that the bias 

of the total Y, B(Y) , is NB. 

There are two major causes of census bias-­

response error and nonresponse error, which 

includes coverage error. For content eva1u-

'ation, response error will be considered and 

nonresponse error will be ignored. Thus, in 

subsequent analyses, we shall assume that N 

refers to the total number of responding units 

in the population and, therefore, B is the 

bias resulting from response errors. The im­

pact of nonresponse on census content requires 

information on the nonrespondents that is 

usually not available. Therefore, nonresponse 

bias cannot be estimated using the techniques 

to be described. 

Example 1.1--A study was conducted to 

evaluate the response bias in the census classi­

fication of persons by age. A sample of 1,000 

census respondents was selected completely at 

random, and their birth records were. checked. 

Figure 3-1 summarizes the results for the age 

category "less than 14 years." 

The cells of this table have been labelled 

(a) through (h) for use in subsequent examples. 

-------------- - ---- .---~~- --- ------------- -------
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Only cells (e), (f), (g), and (h) are needed 

for the current illustration. 

Figure 3-1. CENSUS AND BIRTH RECORD CLASSIFI­
CATION OF l~OOO CENSUS RESPONDENTS BY AGE 

Census 
Birth Record Less than 14 years 

Total 14 years or older 

~ ..lJ 
All ages .... 1,000 290 710 

Less than 14 ~ 304 W JJ 
years •... '" 283 21 

14 years or ~ 696 W -.-J 689 01 der •...... 7 

By comparing the birth record classifi­

cation for persons whose age is "less than 

14 years" with the corresponding census clas­

sification, an estimate of B (the response 

biased in the census item) can be obtained. 

Cell (g) divided by 1,000, or .304, is an 

estimate of the proportion of census respond­

ents who truly are less than 14 years of age. 

Cell (e) divided by 1,000, or .290, is the 

census-based estimate. The difference, 

.290 - .304 = -.014, is therefore an esti­

mate of the bias, B. From this example, it 

can be concluded that the census total for 

persons who are less than 14 years of age 

is biased downward by an estimated 1.4 

percentage points. 

Therefore, if Y is the census total for 

persons whose age is 14 years or less, an 

estimate of B(Y) is N(.014). If N is 20 mil-

lion persons, then it is estimated that 

20,000,000 (.014) = 280,000 persons of less 

than 14 years of age who have been misclassi­

fied as persons of age 14 years or more. 

1.42 SRV, the simple response variance.-­

Next, consider the simple response variance 

term in (3.4). SRV is a measure of the reli­

ability or consistency of census responses to a 

specific item. It is defined as the average 

variance of responses to an item for the same 

individuals over repeated applications of the 

census measurement process. For example, sup­

pose that, as part of the census, interviewers 

are asked to estimate by inspection the current 

market value of the dwellings in their as·sign­

ments. FGr a sample of dwellings, different 

interviewers return to make second independent 

estimates of their value. Let y • denote the 
1'Z-

estimated value of dwelling i taken on the first 

occasion, and let y • denote the estimate taken 
2'Z-

on the second occasion. SRV is·a measure of the 

differences in the estimates made on different 

occasions for a particular dwelling, averaged 

over all dwellings. It is estimated by 

(3.6) SRV = l Avg (y • _ Y .)2 
2 11.- 21.-

where Avg denotes the simple arithmetic mean 

or average over all units i in the sample. 

In census evaluation studies, SRV is 

measured by reinterview studies in which 

interviewers revisit a sample of households 

from the census and reask some or all of the 

census questions. These reinterview responses 

are later compared with the original census 

responses, and SRV is computed as in (3.6). 

An important assumption made for these 

studies, and one that has been much discussed 

in the literature (see, for example, Hansen 

et al. 1959), is that the observations made 

for the same unit on the two occasions are 

independent. This means that the first 

interview in no way influences the responses of 

the reinterview. When the two observations are 

correlated, thereby violating the independence 

assumption, the respondent is said to have 

been conditioned by the first interview. The 

conditioning effect in reinterview studies 

often leads to underestimates of SRV; that is 

the estimate of SRV gives a much more opti­

mistic indication of response consistency 
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than is actually the case. This occurs be­

cause in some cases the respondents remember 

the response they gave in the original inter­

view and simply repeat it in the reinterview. 

Some techniques for reducing the conditioning 

effect in reinterview studies will be dis-

cussed in the next section. 

Example 1.2--Consider the data in figure 

3-1 again. Now, however, suppose that the 

sample of 1,000 census respondents were rein­

terviewed several months after the census and 

reasked the question on age. In this case, we 

want to compare the original census responses 

with the responses obtained during the rein­

terview. Therefore, replace the table heading 

"Birth Record" with "Reinterview" and assume 

that the data do not change. 

As before in the reinterview study of the 

value of dwellings, let y . denote the re-
1'1-

sponse for sample person i in the census, and 

let y . denote the response in the reinterview. 
2'1-

Because we are interested in the age classifi-

cation of "less than 14 years," define y . as 
1'1-

follows: 

1 if person i is classi-
fied as less than 14 

Y1i years in the census 

0 if not 

and define y . similarly for the reinterview. 
2'1-

Then, it can easily be verified that with 

these definitions for y . and y . the estima-
. 1'1- 2'1-

tor of SRV in (3.6) can be expressed in terms 

of the cells in figure 3-1 as 

(3.7) SRV = i (~~;o~) 
In general, ~,where n is the number of 

n 
units in the reinterview sample, is referred 

to as the gross difference rate. It is 

the total number of discrepancies between 

the census and reinterview responses 

over the total number of persons in the 

sample .. Conversely, a + d is the rate of 
n 

agreement, since cells (a) and (b) count the 

number of reinterview responses that are the 

same as the corresponding census responses. 

The estimate of SRV from figure 3-1, 

assuming the second measurement is a reinter-

view, is 
A 1 (21 + 7) 

SRV = 2 1~000 = .014 

(
21 + 7 ) Note that from the table, 1,000 x 100% 

2.8 percent of the sample changed their 

responses in the reinterview. 

Another measure which is often estimated 

from reinterview tables is the index of incon-

sistency denoted by I. The appendix gives 

the technical motivation and definition for I. 

An over simplified but non-technical definition 

of I is that I is the ratio of the SRV to the 

total variance of Y, where "total variance" 

includes the variability in the population of 

the characteristic being measured. An esti­

mator of I is 
A 

2'SRV A 

(3.8) I = 
l\ql + P2Q2 

where P and p are the estimates of the pro-
1 2 

portion in the population possessing the 

characteristic of interest computed from the 

interview and reinterview data respectively 

and Q (or q ) is 1 - P (or p ). From 
1 2 1 2 

figure 3-1 p . (e) . (f) is , 1 1S 1,000 ' q1 1S 1,000 ' P 2 

~ and q is (h) The estimate of I 1,000 , 
1,000 2 

from the table is 

2(.014) A 

I (.29)(.71) + (.304)(.696) 

.067 

A general rule for interpreting the magnitude 
A 

of I is given in section 3. We shall see there 

that this value of I is quite small. 

1.43 ee, the correlated component of 

enumerator variance.--The correlated component 

of enumerator variance is typically the largest 
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and most damaging component of nonsampling 

variance affecting enumerator assisted censuses. 

Numerous studies have shown that int~rviewers, 

by the way they ask questions, probe for clari­

fication, interpret responses, etc., can have 

an enormous impact on the responses elicited 

from respondents (see, for example, Bailar 

1976, as well as Hanson and Marks 1958). Eval­

uation studies designed to estimate ee for 

census items can determine the extent to which 

enumerators are affecting the census results 

and thereby direct efforts to control enumer­

ator error. The following example is useful 

for understanding the nature of enumerator 

variance. 

Consider again the situation of a census 

in which enumerators are to estimate the value 

of each dwelling in their assignments. Some 

enumerators may tend to underestimate the val­

ues, while some may tend to overestimate them. 

A estimate of ee will tell us whether there is 

much difference among enumerators in these 

tendencies. For example, if half the enumer­

ators underestimate and half overestimate, and 

if the range of error is large, then ee will 

be large. If, on the other hand, all of the 

enumerators err in the same direction, that is, 

either under- or over-estimating the values, or 

if there is little difference in their errors, 

then ee will be small. It is important to 

note that ee may be small even if the enumer­

ators are contributing substantial errors to 

the census content. ee is a measure of the 

variability or differences in the tendencies of 

the enumerators to bias the responses for units 

in their assignments. 

Now consider how to estimate ee. If, in 

the previous example, we computed the average 

estimated value of dwellings for the units in 

each enumerator's assignment and compared these, 

the average values might be quite different. 

The differences would be due, not only to enu­

merator biases, but also to differences in the 

dwellings that make up the enumerator assign­

ments themselves. However, by implementing a 

special procedure for constructing enumerator 

assignments, a procedure called interpenetration, 

this latter effect which is confounding the 

analysis of enumerator variance can be equal­

ized across the assignments to be compared. 

Interpenetration is another word for 

randomization. To interpenetrate enumerator 

assignments simply means to randomly assign 

the units to be enumerated to enumerators so 

that, on average, each enumerator assignment 

is roughly balanced with respect to the socio­

economic characteristics of households and types 

of units. Now a comparison can be made between 

enumerator assignments to detect systematic 

enumerator errors and to estimate ee as well. 

Estimators of ee look quite complex and 

will be covered in section 4. The following 

example, however, demonstrates the main ideas. 

Suppose we wish to compute the correlated 

component of enumerator variance associated with 

the census classification "14 years or less." 

Two enumerator assignments are interpenetrated 

and enumerated, and the proportion of the 

persons in each enumerator assignment classified 

in the category "14 years or less" is computed. 

The following table summarizes the results: 

Figure ,3-2. PROPORTION OF PERSONS 14 YEARS OF 
AGE OR LESS BY ENUMERATOR ASSIGNMENT 

Enumerator Number 14 yea rs or less 

assignment of 
persons Number Proportion 

Total .... 400 130 .325 
Enumerator 1 .. 200 40 .20 
Enumerator 2 .. 200 90 .45 

The computation of ce from figure 3-2 is 

CC = between-assignment variance - within­
assignment variance 

1 
2(.20 - .45)2 - [(.2)(.8) + (.45}(.55)] 

= 
398 

.030 
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The first term in the computation of ee 
is a measure of the between-enumerator-assign­

ment variance. This includes the differences 

between assignments resulting from the parti­

cular populations enumerated as well as from 

the enumerators' systematic errors. The popu­

lation difference or "sampling variance" effect 

is measured by the second term which is sub­

tracted leaving an estimate of the pure enu­

merator effect, ee. 

A useful measure that has been used ex­

tensively in the survey evaluation literature 

to represent the correlation introduced by 

enumerators is p , the intra-interviewer y 
correlation coefficient (Kish 1962). p is 

y 
analogous to the measure I, the index of 

inconsistency. It is the ratio of ee to 

total variance, while I is the ratio of SRV 

to total variance. Just as for I, "total 

variance" is defined to include the variability 

in the population of the characteristic as well 

as nonsampling variability. An estimator of 

Py for categorical data is 

A 

"-

CC 
Py = pq 

where ee is the estimator of ee from the inter-

penetrated enumerator assignments, p is the 

proportion of units possessing the character­

istic among units in the combined interpene­

trated enumerator assignments, and q is 1 - p. 

For continuous data, another formula applies 

and is discussed in the appendix. An estimate 

of p from the data in this example is 
y 

.030 
.325(1 - .325) 

.137 

A general rule for interpreting the 

magnitude of p is given in section 3. We 
y 

shall see that in this example, p is y 
enormous. 

Note that a reinterview or any second 

measurement per unit is not required to 

compute ee. This makes enumerator variance 

studies less expensive than studies to esti­

mate the bias, B, or the simple response 

variance, SRV. Some of this cost savings is 

lost to interpenetration, however, as a result 

of increased travel for enumerators over the 

area interpenetrated. In the next section, 

we will consider interpenetration study designs 

which attempt to minimize travel costs. 

1.44 MSE(Y): putting it all together.-­

Now that we have explored the meanings of the 

components of the mean square error of the 

census total given in (3.4), let us see how 

these components--B, ee, and SRV--combine to 

determine the total error of Y. 

It is interesting to consider which of 

the three components is the most important, or 

rather, which one has the greatest potential 

for substantially increasing MSE(Y). As we 

see from formula (3.4), the precise answer to 

this question depends upon several factors: 

besides the types of errors committed, it de­

pends upon (a) the size of the population 

being investigated (or equivalently, the size 

of the area for which census statistics are 

being reported), (b) the average size of the 

enumerator assignments, and (c) the particular 

characteristic being reported (that is, the 

size of Y). 

Of all the components, bias is perhaps the 

easiest to discuss since we can readily imagine 

the impact of a 3 percent or 5 percent bias 

on the census results. Therefore let us con­

sider, in terms of its impact on the MSE(Y) , 

how much enumerator variance is equivalent to 

some level of bias. Similarly, we will con­

sider how much simple response variance is 

required to equal the impact on MSE(Y) of a 

given level of bias. Figures 3-3 and 3-4 

give the equivalent levels of enumerator vari­

ance (as measured by p ) and simple response 
y 

variance (as measured by I) for levels of rela-

tive bias ranging from 1 percent to 5 percent. 
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In 'figure 3-3, the population size is 1 million 

persons (perhaps a moderate size city), and in 

figure 3-4, the population size is 5,000 per­

sons (a small village). In both cases, the 

characteristic being measured is of the cate­

gorical or qualitative type with two categories 

in which one half of the population possesses 

the characteristic. 

FiguY'e 3-3. EQUIVALFNT EFFECTS OF ENUMERATOR 
VARIANCE AND SIMPLE RESPONSE VARIANCE~ BY 
LEVEL OF BIAS~ FOR LARGER POPULATIONS 

(N=1 miUion) 

B(Y) 
(as a 

Equivalent p y Equivalent 
percent I 
of y) m=250 iii=500 in=l,OOO 

1 percent .. .402 .200 .100 none 
2 percent .. none .800 .400 none 
3 percent .. none none .900 none 
4 percent .. none none none none 
5 percent .. none none none none 

Figure 3-3 shows the importance of bias for 

large populations. For example, to equal "the 

impact of a 1 percent bias, a P
y 

of at least .4 

is required when enumerator assignments average 

250 persons and at least .1 when m is 1,000." 

For populations of size 1 million, it is imposs­

ible for simple response variance to be as seri­

ous as a bias of 1 percent or larger. Further, 

it is impossible for enumerator variance to 

equal the impact on MSE(Y) of a 4 percent bias 

unless the average size of enumerator assign­

ments is very much larger than 1,000 persons. 

It is important to note that the impact of P y 
increases as m, the average assignment size, 

increases. This can be readily seen in formula 

(3.4) and in figures 3-3 and 3-4. 

Figure 3-4 might apply for a small report­

ing area such as a village or some small sub­

group of a larger population. Now bias may no 

longer be the most critical component as for 

the larger populations. Enumerator variance 

can often achieve the same level of impact as a 

5 percent response bias. For the sizes of m 

and p often reported in the literature, values y 
of .001 to .05 are not uncommon. The index of 

inconsistency, however, even for a small popu­

lation, can seldom achieve the impact of MSE(Y) 

of small values of relative bias. 

FigUY'e 3-4. EQUIVALENT EFFECTS OF ENUMERATOR 
VARIANCE AND SIMPLE RESPONSE VARIANCE, BY 
LEVEL OF BIAS, FOR SMALLER POPULATIONS 

(N=5,000) 

B(Y) Equivalent Py 
(as a Equivalent 

percent I 
of y) m=250 m=500 iii = 1 ,000 

1 percent .. .002 .001 .0005 .5 
2 percent .• .008 .004 .002 none 
3 percent .• .018 .009 .005 none 
4 percent .. .032 .016 .008 none 
5 percent .. .050 .025 .013 none 

There is some recent evidence in the liter-

ature that large values of p , y and Bare typi-

cally found when I is large. This means that a 

large simple response variance may be an indi-

cator of large enumerator variance and/or large 

response biases. Thus, estimating I for a census 

may yield some information of the two large com­

ponents of MSE(Y). More work is needed to test 

this conjecture. 

To summarize, we have illustrated the 

relative effects of B, CC, and SRV on MSE(Y) 

for censuses. For large populations, response 

bias is the most important component and CC 

and SRV may be unimportant. For" small popu­

lations, the impact of CC can be considerable 

and ~ay often be the largest component of 

mean square error. The impact of SRV increases 

as the size of the population decreases, but 

is usually less important than B or CC. How­

ever, there is some evidence that a large SRV 

may be an indicator of large enumerator or 

response bias effects. In addition, SRV may 

be the most convenient parameter to estimate. 

Z. VESIGN OF STUVIES TO ESTIMATE 
THE COMPONENTS OF CENSUS ERROR 

This section presents some general prin­

ciples for good evaluation study design. 

First, it deals with enumerator assignment 

"interpenetration" studies for estimating the 
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correlated component of enumerator variance, 

ee. Interpenetration is the technique of 

combining together two or more enumerator 

assignments and then reassigning the units to 

the same enumerators using some method of 

randomization. In this way, each new assign­

ment is said to be "statistically identical." 

That is, on the average, the procedure pro­

duces assignments which have the same distrib­

utions of population characteristics. The 

enumerator assignments which have been inter­

penetrated can be compared with respect to 

the average of characteristic units in order 

to detect enumerator differences. 

Interpenetration studies may be expensive 

and difficult to control. Since the inter­

penetrated enumerators' assignments are spread 

over a much larger geographic area, enumerator 

travel is increased. In addition, special 

records must be kept so that the enumerator(s) 

associated with every unit in the interpene­

trated assignments can be identi.fied. 

Depending on their design, reinterview 

surveys may be used to estimate either the 

simple response variance, SRV, or the response 

bias, B. The reinterview survey designed to 

estimate SRV is basically a repetition of the 

census for a sample of units. In our model of 

the last section, it was assumed that the sec­

ond interview is an independent replication of 

the first interview. In practice, this is very 

difficult to achieve for reasons discussed in 

section 2.2. 

The reinterview survey designed to esti­

mate B is considerably different than the 

former type. For this survey, we aim to obtain 

the "truth" in the reinterview. This calls 

for innovative methods to help the respondents 

better recall events or to enhance their 

understanding of the questions. These methods 

may be infeasible for use in the full census 

because of their cost and/or complexity. They 

are considered for reinterviews because of 

their potential for improving responses. In 

addition, better enumerators and improved 

field procedures are used to decrease the 

errors occuring in field operations. SRV may 

also be estimated from this type of reinterview, 

although the estimator is more complex than the 

estimator from a replication-type reinterview. 

(See section 4.2 in the appendix.) 

It is not uncommon for reinterview surveys 

to incorporate both objectives--to estimate 

SRV for some items and t6 estimate B for other 

items. In these surveys, the items for which 

SRV is wanted are reasked exactly as worded in 

the census, and no improvements in the field 

procedures are attempted. For the items for 

which B is to be estimated, probing questions, 

better training, and other enhancements to the 

interview and field procedures may be used in 

order to get the best response possible. 

2.1 IYlteJtpeYle.;tJr..a:t;,(.oYl 06 e.numeJta.:tOJt a.6.6-i.gYl­

meYlU to e..6Uma.:te the c.oJULehcted 
c.ompoYlen:t 

For any evaluation study to produce mean­

ingful results, it must be properly planned 

and implemented. It is of primary importance 

that the statistical concepts be thoroughly 

understood and appreciated, and that the con­

ditions under which the study must be carried 

out be fully supported by people at various 

levels in the statistical office. Knowledge 

of the assumptions made in the model develop­

ment of the estimators, and of the consequences 

of deviating from these assumptions in the 

conduct of the study, is an important require­

ment for the study planners. Many times during 

an interpenetration study, the project leaders 

must make decisions which affect the randomi-

zation of assignments, the independence of the 

enumerator assignments, or the environment 

of the study personnel. Uninformed decisions 

threaten the validity of the correlated com­

ponent estimates. In these situations, the 

suiding principle should be to meet the ob­

jectives of the study without incurring ex-

cessive costs. 
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A major danger in attempting to measure 

the error in a survey by interpenetration 

studies is the presence of a "study effect." 

This effect, which is unavoidable, is due to 

changes in the procedures or even in the atti­

tudes of the enumerators as a result of the 

presence of the evaluation study. If these 

effects are large, it could render the evalu­

ation results useless, since the measured 

effects are not indicative of the total census 

enumeration effects but only of the study 

enumerator effects. For this reason, it is 

important to maintain conditions in the study 

sites which are as far as possible identical 

to conditions in field offices not in the 

study. 

At the same time, the conditions assumed 

for the model must also be met. The enumerator 

assignments, in order to be randomized or 

interpenetrated, may require more work on the 

part of the enumerators. For example, inter­

penetration may require more travel for the 

study enumerators than is typical for the 

enumerators not in the study. The effects 

of this on the results must be monitored and 

controlled. 

Other problems affect the independence 

of the enumerator assignments. For example, 

an enumerator in the study is unable to com­

plete his/her assignment; assigning another 

study enumerator to the assignment will intro­

duce a correlation between the two assignments 

which is in violation of the model assumptions. 

Or, if refusal cases for all enumerators are 

handled by a small crew of "refusal conversion 

specialists", a correlation is introduced be­

tween assignments. These cases must then be 

excluded in the analysis. However, if refusal 

rates are high, this also creates problems in 

the analysis. 

There are no perfect solutions to these 

problems; however, a knowledgeable statisti­

cian can usually develop solutions which are 

acceptable operationally and come as close as 

possible to the theoretical ideal. Now let us 

consider ,the stages involved in the implementa­

tion of a study of enumerator correlated error. 

2.11 Planning.--Preliminary to the design 
,/ 

of an evaluation study, five steps should,.be 

performed. These are: 

(1) Objectives of the evaluation. Develop a 
specific and very descriptive statement 
of the objectives. Often, during plan­
ning, it is easy to become engrossed in 
the details and forget the main objec­
tives of the study. This is often the 
cause of poor decisionmaking. 

(2) Method of evaluation. If correlated or 
systematic enumerator errors are the con­
cern, then an interpenetrated design for 
estimating enumerat0r error is appro­
priate. However, for some characteristics, 
sucn as sex, one might expect the errors 
to be more random in nature and system­
atic differences between enumerators to 
be unimportant. for these characteristics, 
estimating the cotrelated component may 
yield very little about the importance of 
errors in the census, and an interpene­
tration study is not appropriate. Thus, 
determine whether estimating the corre­
lated component is important for the 
characteristics being measured before 
deciding to perform an interpenetration 
study. 

(3) Data to be collected. Determine what 
data are relevant to the purposes of the 
evaluation. For example, data must be 
collected to allow the survey data to 
eventually be linked to a specific 
enumerator; records must be kept on units 
which should be deleted from the study 
because procedures were not followed for 
them; other data may be necessary in 
order to aid in the interpenetration of 
estimates. These should all be pre­
specified. 

(4) Precision desired. The specification of 
the degree of precision wanted in the 
results is an important step. Depend 
upon previous studies to determine the 
approximate size of Py to be estimated 
and specify the desired coefficient of 
variation for the estimate. Occa'sionally, 
it may be decided that the costs involved 
are too great to conduct the study as 
originally planned. 

(5) Study design. Specify the number of col­
lection offices to be involved in the 
study, the number of enumerators and the 
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way their assignments will be controlled, 
the interpenetration scheme and how to 
handle special problems, and the timing 
of the study. 

Is the design feasible? For example, 

interpenetration of enumerator assignments 

often means more travel for the enumerators. 

In fact it can be shown that enumerator travel 

increases in proportion to the square root of 

the number of enumerators being interpenetra­

ted in an area. (When pairs of enumerators' 

assignments are interpenetrated, each inter­

viewer travels approximately 2 = 1.41 times 

as far.) In some areas, this may not be 

feasible considering the timing of the survey. 

The steps involved in the sample design 

for an enumerator variance study are now 

listed. 

(1) Using the formulas given in the appendix 
for the precision of PY' determine the 
required number of enumerator assignment 
pairs to be interpenetrated (this is i 
in formula (4.1.15». The maximum accept­
able relative variance is .25. A larger 
relative variance would not allow the 
detection of enumerator effects. 

(2) Determine the number of collection offices 
(study sites) to be involved in the 
evaluation, using the following as a 
rough guide: 

number of study sites = £ + 40 

For example, if the number of enumerator 
pairs from step (1) is 500, then 500/40 
or 13 study sites are needed. This 
number can be increased/decreased depend­
ing upon the particular characteristics 

.. of the census collection offices. However, 
a number smaller than 10 study sites 
usually is not recommended. 

(3) Prepare a list of the census collection 
offices ordered by urban and rural 
characteristics and, within these classes, 
ordered by size. In addition, other vari­
ables that are believed to be correlated 
with enumerator error may be used to 
sort the offices within size classes. 

(4) Select a systematic sample of collection 
offices from the sorted list. These will 
be referred to as study sites. If the 
collection offices vary considerably in 
size, a more sophisticated "unequal pro­
bability" sampling scheme might be more 
efficient. 

(5) For each study site, prepare a list of 
enumeration assignment pairs by pairing 
together assignment areas which are geo­
graphically adjacent to one another. 

(6) For each study site select a sample of 
i/ (number of study sites) enumerator 
assignment pairs. These assignments will 
be referred to as the study assignments. 

(7) For each pair of study assignments, pre­
pare a list of the dwelling units located 
within the assignments and sort the list 
geographically. 

(8) Systematically assign the first, third, 
fifth, etc., unit to enumerator A of the 
pair, and the remaining units to enumer­
ator B of the pair. This completes the 
interpenetration design. 

2.12 Preparation.--Before the data are 

collected, the general nature of the results 

and the way in which they will be analyzed 

should be described. This includes identiJi-

cation of charts, graphs, and tables to be 

constructed and the timing of the reports. 

Procedures for clerks, quality control 

personnel, and supervisors should be written, 

and the appropriate training materials should 

be developed. In addition, it is important 

that these procedures be pretested. This 

nearly always results in improvements in the 

procedures or clerical forms. It can often 

reveal that the cost will be much greater than 

expected. 

Generally speaking, the enumerators to 

be evaluated should receive the same training 

as the other enumerators in order to minimize 

the study effect. However, often it is 

necessary to provide additional training to 

these enumerators to cover changes in the 

handling of their assignments. Care must be 

taken to minimize the administrative differ­

ences between study enumerators and other 

enumerators. 

During training of the study support 

personnel, stress the importance of following 

procedures precisely, even if they seem in­

efficient. Since the objectives of inter­

penetration are not readily understood by 
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clerical personnel, they may adopt procedures 

which are contrary to these objectives. 

2.13 Implementation.--During the conduct 

of the study, it is useful for the study plan­

ners and project leaders to visit the work 

sites, both in and out of the study, to insure 

that the proper conditions are being maintain­

ed in the study sites. 

2.14 Analysis.--During the documentation 

of the results, each stage of the experiment 

should be fully described. Be sure to docu­

ment the specific problems encountered in the 

execution and data processing phases. Include 

estimates of the standard errors of the esti­

mated, p 'so (See section 3.) 
y 

2.2 The. deJ.>ign and imp.te.me.ntation 06 
JtunteAvie.w J.,uJ1..veifJ., 

The planning required for a large scale 

reinterview or post-enumeration survey can be 

as complex as that required for a large scale 

sample survey. In fact, because of certain 

distinctive features peculiar to its purpose 

and content, the evaluation survey requires 

the balancing of many aspects of cost and 

accuracy normally not encountered in sample 

surveys, as this section will demonstrate. 

The two alternative objectives for a re­

interview survey are: simple response vari­

ance objective--which strives for an 

independent repetition of the surveyor census 

under the same general conditons--and response 

bias objective--which strives for a measure 

of truth or the most accurate response obtain­

able from a respondent. The cost, planning, 

and implementation of a reinterview survey 

for each objective is quite different as 

might be expected. The first objective usually 

requires the same questions about characteris­

tics, the same method of obtaining and record­

ing responses, and the same sponsorship of 

the survey as for the census. By contrast, 

the second objective requires results to serve 

as a standard of measurement. Here the 

deficiencies of the census are minimized in 

the reinterview survey by application of more 

rigorous field procedures such as using better 

trained and more highly qualified interviewers, 

choosing the most knowledgeable respondent to 

provide the data, applying detailed question­

ing sequences to probe areas where questions 

or instructions have been ambiguous or in­

adequate, and reconciling different responses 

collected in the two interviews. The latter 

type of reinterview deliberately changes the 

questions and techniques in an attempt to shed 

light on errors arising from problems in 

questionnaire wording, enumerator and/or 

respondent failure,. etc. Despite the distinc­

tions between the two objectives, there are 

some commonalities. These common aspects are 

discussed first, followed by the special 

requirements and considerations for each 

objective. 

2.21 Sample design.--The sample design for 

reinterview surveys is usually similar to that 

of large sample surveys. The design may be a 

complex sample design which is intended to 

minimize the cost of travel for the reinter­

view while still satisfying the precision 

requirements. The sample size is determined 

by the precision requirements for the esti­

mates of response bias and simple response 

variance (see the appendix). 

Some reinterview surveys of the U.S. Census 

Bureau serve a dual role. As a check on inter­

viewer performance, they are a means of inter­

viewer quality control. In addition, they 

provide data for estimation of the response 

variance component. For censuses, the reinter­

view sample designs are usually multi-stage 

stratified designs which parallel those of 

ongoing current surveys. In addition, current 

survey interviewers may be called upon to 

collect the reinterview survey data. The 

reinterview sample design often specifies 

that households within a primary sampling 

unit be selected with probability inversely 
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proportional to the number of households in the 

primary unit. Since primaries are typically 

selected with probabilities proportional to 

size, this makes the reinterview sample 

design se1f-weLghting. Since the error of 

respondents is of primary interest, only 

respondents or responding households in the 

census are eligible for the reinterview 

sample, and non-respondents are excluded. The 

theory of the previous sections would then be 

applied to the reinterview subsamp1e. 

2.22 Matching.--Once the sample has been 

drawn and the reinterview conducted, the re­

interview households must be matched to the 

survey households so that the case-by-case 

comparisons can be made. Since only the 

matched sample cases are used, it is important 

that the matching criteria be such as not to 

bias the matched comparisons. This means the 

proportion of erroneous matches should be kept 

at a minlmum, since for an erroneous match the 

survey and reinterview characteristics will 

tend to differ more than for a true match-­

that is, erroneous matches tend to bias the 

simple response variance or response bias 

measures upward. However, there is also a 

danger in making the matching criteria too 

strict, since the opposite effect could occur. 

That is, those cases which can be matched by 

the strict rule may show relatively small 

differences between the reinterview and the 

survey. Thus the nonsamp1ing error measures 

are biased downward. 

2.23 Timing.--How soon after the original 

interview should the reinterview be conducted? 

If a reinterview is conducted soon after a 

case has been interviewed, the effect of 

conditioning is worsened. This conditioning 

affects the between interview correlation, so 

that estimates of rebponse variance are 

biased. It may also affect the reinterview 

survey's ability to obtain the true response, 

if that is the objective. There is also a 

danger that a household will be reinterviewed 

before the census interview has been closed 

out, unless the reinterview is delayed at 

least until all census interviews have been 

completed. On the other hand, a late start 

also has the potential for loss of accuracy. 

Respondents would be questioned about events 

increasingly remote in time, and there may be 

a problem with recall loss. Or, a bias mav 

affect the estimates as a result of some sample 

respondents moving before they can be reinter­

viewed. 

Studies have shown that, for most charac­

teristics, delays of up to 3 months have no 

identifiable effect on the data. However, 

for items subject to recall 10ss--income, 

mobility, victimization--a reinterview closer 

in time to the original interview produces 

better results. (See [Bailar 1968] for further 

discussion of this topic.) For the U.S. 

Census Bureau, the timing of the reinterview 

may range from I week (for an ongoing survey) 

to several months (for a census) from the 

original interview. 

2.3 Spec.A..a1. cOnJ.>-i.deJLationJ.> 60Jt JtunteJLv-i..e.w 
.6 UIl.vey.6 w-i;th :the .6-iJnp.te Jtu po nJ.> e vaJt-i..ance 
objective 

If the objective is to measure simple re­

sponse variance, ideally the reinterview survey 

should be an identical repetition of the census. 

Of course, this is not possible because of: 

(1) Differences in Scope. The reinterview 
survey is much smaller than the census, 
which affects the administration and 
interviewer workloads. 

(2) Differences in Purpose. There is usually 
less importance attached to the reinter­
view survey, which is used only for 
evaluation purposes, than to the census. 

(3) Conditioning. The responding households 
have been affected by the original inter­
views, and this could affect responses. 

(4) Timing. The reinterview survey occurs 
at a time later than the original survey, 
and this could affect responses. 

----------
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The utility of the estimates of simple 

response variance depends upon the success of 

the survey designers in minimizing the impact 

of these differences. This requires an un­

compromising attitude toward maintaining the 

same standards and conditions operating in the 

census. 

2.31 Questionnaire.--Ideally, the reinter­

view questionnaire should be a copy of the cen­

sus questionnaire except for minor changes to 

the introduction. Also, in order for the refer­

ence periods to be the same in both the cen-

sus and the survey, some changes may be re­

quired due to the later interviewing period. 

However, in the past, other liberties have 

sometimes been taken, such as shortening the 

interview length to save on respondent burden 

and to focus the study on a small subset of 

characteristics. 

2.32 Interviewers.--The selection, quali­

fications, training, and supervision of the 

interviewers should be as close as possible 

to those in the census. To avoid further 

dependence between the census and the reinter­

view, the interviewer who obtained information 

from a household in the census should not be 

allowed to reinterview the same household. 

2.33 Respondents.--The respondent rules 

used in the census also apply here. Sometimes, 

however, to minimize the conditioning effect 

of the census, the original respondent is 

often accepted only as a last resort. Whether 

this is feasible for any particular reinter­

view survey depends upon the type of data 

that are being collected. For example, there 

may be concern about the accuracy of proxy 

information which would advise against the 

practice of avoiding the original respondent. 

2.4 Spe~ c.on;.,-i.deJta..:Uon 60ft ftunteJtv-i.e.w 
J.lWtveyJ.l wah :the fteJ.Ipon;.,e b-i.CL6 objec.uve 

Although its objective is to provide a 

measure of the "true" characteristic of every 

individual in the subsample, the reinterview, 

at best, provides only "better" responses than 

those obtained in the original interview. 

This means the interpretation of the results 

should follow the theory given in the appen­

dix for Case 2 in section 4.23, which yields 

rough ~pproximations to the measures identified 

for Case 3. 

The chief disadvantage of this method of 

evaluation is that the study analyst never 

knows how closely the response bias objective 

(Case 3 in the appendix) was approximated in 

the reinterview. A respondent who reports an 

incorrect age, income, etc., in the census 

also tends to do so in the reinterview. 

Further, when there are differences between 

the census and the reinterview, it is usually 

not possible to determine which value is 

"better ." 

Another disadvantage of the method is 

cost; however, this may be more a disadvantage 

for surveys rather than censuses. Much effort 

and money are devoted to better training and 

interviewing, reconciliation of discrepancies, 

and better quality control during reinterview 

data collection and processing. Since most 

surveys have a fixed overall expenditure limit, 

increased expense to measure the accuracy will 

usually require curtailed expenditures in the 

main survey with consequential decreased 

accuracy--for example the overall sample size 

may have to be decreased. Thus, some balance 

is required between the objectives of measure­

ment of the population characteristics and 

measurement of the accuracy of the measurements. 

In summary, the usefulness of the rein­

terview results depends upon the care taken 

to create the ideal survey conditions for 

accurate measurement. Only then can users 

of the results be confident that the estimated 

measures of bias and variance are reasonable 

approximations to the real levels of survey 

error. 
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2.41 Questionnaire.--In designing the 

reintervi~w questionnaire to estimate bias, 

emphasis must be placed on investigating each 

variable thoroughly. This often means re­

stricting the number of variables to be checked 

in order not to have an interview of unreason-

the reinterview, the question in figure 3-5 

was replaced by the sequence of questions 

shown in figure 3-6. 

2.42 Reconciliation.--As mentioned above, 

when discrepancies between the census respon­

ses and the reinterview response are found, 
able length. For example, in the U.S. census, 

the question in figure 3-5 appeared for a 

household person in the regular census. For 

Figure 3-5. 1980 U.S. CENSUS QUESTIONNAIRE 

14. What is this person's ancestry? If uncertain about 
how to report ancestry, see Instruction guide. 

(Fo-'~;;;';;pl;:-Af;;;'A;";~, -ingiish~ Fr-;~c-"~ G;r-';;a~,-H;;nd~;~ 
Hungarian, Irish, ItalianJ Jama/con, Korean, Lebanese, Mexican, 
Nigerian, Polish, Ukrainian, Venezuelan, etc.) 

it is usually not possible to assume that the 

reinterview response is the correct one. Thus, 

in reinterview surveys with the response 

bias objective, the approach has been to 

try to reconcile discrepancies by determining 

which of the two entries is "true", or, if 

neither is true, what is "true." For example, 

the interviewer might ask the respondent: "In 

the census, you indicated that your ancestry 

is American but your reinterview responses 

Figure 3-6. 1980 U.S. CENSUS CONTENT REINTERVIEW QUESTIONNAIRE 

Many people have ancestors that were born in other countries. We would like to ask you about the 
countries in which your ancestors were born. 

----------------------------- ---------------------------- ------------------------
19. In what country were the following 20. In what country were the following 21. CHECK ITEMB 

ancestors on your father's side born? ancestors on your mother's side born? Refer to items 19 and 20. 

ANCESTOR COUNTRY ANCESTOR COUNTRY 

Your Your 1 C ALL responses to 19 
father mother and 20 indicate "U.S.A." 
Father's Mother's or "Don't know" -
father father Continue with 22 on 
Father's Mother's page 8 
mother mother 

2 0 At least one response 
Earlier Earlier 
generations generations 

indicates a country 
on your on your other than U.S.A. -
father's mother's SKIP to 25 on page 9 
side side 

22. All of the ancestors you have told 23. CHECK ITEM C 24. Which one of the countries you reported 
me obout have been American (or Refer· to item 22 best describes your ancestry? 
don't know). In what country were 
your ancestors who first come to 

If necessary, read all responses to 

the United States born? 
item 22. 

1 0 Single, specific country-

[ I I I SKI P to 25 on page 9 

I I I I 2 0 More than one country -
Continue with 24 

I I I I 00 Don't know - SKIP to 25 00 Don't know 

on page 9 
o 0 Don't know 

.--~-- --.-.-----~.-------
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indicate that you are of Polish ancestry. 

Could you tell me which is correct?" Of course, 

there is no proof that this method yields cor­

rect responses. In fact, it is suspected that 

respondents may tend to support their most 

recent responses to avoid embarrassment. 

Another problem which has considerable 

ramifications is the question of whether or 

not the reinterviewer should be provided with 

the results of the census. This would be 

desirable, since it would allow the reinter­

viewer to check his/her own answers against 

the original entry and to determine more 

positively what the correct answer is. The 

potential disadvantage is a tendency of the 

reinterviewer to simply confirm the original 

entry even when it is wrong, introducing a 

large positive covariance between the trials. 

The alternative is a more costly independent 

reconciliation procedure. Here the second 

interviewer, the reinterviewer, does not have 

access to the original results during the 

reinterview. Th~ census and reinterview 

results are later compared by office personnel 

who identify any differences. Later a third 

interviewer conducts a reconciliation inter-

view at the households with discrepant 

responses. 

Research has shown that, for many items, 

the dependent reconciliation approach yields 

the same results as the independent approach. 

However, for items such as school enrollment, 

educational attainment, and income items, 

dependent reconciliation could have an effect 

on measures of the response bias. The general 

consensus among survey analysts is that the 

cost of an independent reconciliation proce­

dure is usually not justified for reinterview 

surveys. (See [Bailar 1968] for further 

discussion. ) 

2.43 Interviewers.--Because of the nature 

of the reinterview, only interviewers of the 

highest competence should be reinterviewers. 

One difficulty is simply defining the cri­

teria to be used to identify such interviewers. 

It is generally agreed that interviewing ex­

perience is an essential requirement, parti­

cularly experience with concepts to be 

covered in the reinterview. Other qualities 

thought to be desirable for interviewers are 

intelligence, alertness, ability to get people 

to talk freely, etc. Perhaps the best pool 

of candidates is the group of enumerators in 

the census. The advantages are that time and 

money could be saved in training and that 

there will usually have been some opportunity 

to observe them in an actual interviewing 

situation. 

2.44 Respondents.--The most knowledgeable 

respondent about personal characteristics is 

usually the person itself (except for minors, 

mentally incompetent individuals, and simi-

lar cases). However, again, cost is the 

limiting factor. In one study at the u.S. 

Census Bureau, this so-called self response 

procedure resulted in an increase in call­

backs of about 50 percent (Marks et al. 1953). 

There is also evidence that strict adherence 

to this procedure may lead to decreased res-

ponse rates. 

Often a compromise procedure is used. 

Instead of requiring that the respondents 

respond for themselves, there is an order of 

preference: 

(1) The person for whom the information is 
being obtained, 

(2) The original respondent, 

(3) Another respondent meeting acceptability 
standards. 

2.45 Processing.--Care should be taken at 

the processing stage not to introduce coding or 

keying errors into the results, since even a 

relatively small level of error may have a 

considerable effect on the measures of bias. 

In most cases, the usual quality control pro­

cedures used for the main survey data are not 
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adequate, and more stringent checks are 

required. 

3. TABULATING, REPORTING, AND 
INTERPRETING THE RESULTS 

This section describes the mechanics of 

estimating from evaluation studies the re­

sponse error measures presented in the previous 

sections. The computational formulas are 

given for estimating: CC and p from enumer-
Hi 

ator assignment interpenetration studies, B 

from reinterview studies with the response 

bias objective, and SRV from simple response 

variance reinterview studies. Also included 

are computational formulas for estimating the 

standard errors of these estimators. A rec­

ommended structure for reporting the results 

of evaluation studies is also discussed with 

illustrations of the standard formats for 

presenting summary tables of the results. 

The final section treats the interpenetration 

of the evaluation findings and presents some 

simple rules of thumb for gauging the magni-

tudes of p 
y 

r-

and I. 

3.1 E~~ation and tabulation 

Throughout this section, we will be pre­

senting computational formulas for the esti­

mation of the various response error measures 

described in section 1. The derivations of 

the analytical forms of the estimators and 

the appropriate model assumptions are given 

in the appendix. Some familiarity with the 

results of the appendix would be useful but 

is not absolutely required for this section. 

None of the estimators dealt with here 

will require the use of sample weights. This 

greatly simplifies the presentation of the 

formulas and the computations of the estimate. 

~~~--~~~~~--------------------

3.11 The estimation of CC and Py in enu­

merator interpenetration studies.--The following 

additional notation will be required in this 

section: 

Let 

Y. 
J 

the number of pairs of interpenetra­
ted enumerator assignments in the 
study 

the two enumerators associated with 
an interpenetrated assignment pair; 
enumerator A is assigned one (random) 
half of the assignment pair and 
enumerator B is assigned the remain­
ing half 

the unweighted total number of ele­
ments classified in category j for 
enumerator assignment A of pair h, 
for h=l~ ..... .t 

the corresponding total for enumera­
tor B's interpenetrated assignment 
for pair h 

the total number of elements classi­
fied in enumerator A's interpene­
trated assignment in pair h 

the corresponding total for enumer­
tor B in pair h 

the total for category j over the n 
elements in all interpenetrated 
assignments for the study 

Figure 3-7 is a classification table 

that summarizes the totals needed for the 

computation of CC and the estimator of its 

variance. C is the number of categories for 

the census item to be evaluated. For example, 

for the item sex, C 3: male, female, or 

unreported; for the item marital status, C is 

5: single, married, divorced/separated, 

widowed, or unreported. For each interpene­

trated assignment pair h (h=l~ ... ~ .t)~ totals 

for each of the C categories are computed 

over the mA(h) elements (persons, housing 

units, etc.) in enumerator A's assignment and 
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Figure 3-7. NOTATION FOR COMPUTING THE CORRELATED COMPONENT ESTIMATOR AND ITS STANDARD ERROR 

(General procedure for a given pair of interpenetrated assignments) 

In te rpenet rated Census Classification (j = 1~ ... ." c) 

Enumerator Total Category 
Assignment Elements 1 

Total ...•... n Y 
} 

Pa i r 1: 

Enumerator A ..••.... m
A

(1) YA} (1) 

Enumerator B •••••••. m
B

(1) YB} (1) 

----
Pair h: 

Enumerator A ........ mA(h) YA} (h) 

Enumerator B •••••••. mB(h) YB, (h) 

Pair ,11,: 

Enumerator A ....... . 

Enumerator B ....... . 

likewise for enumerator B of the pair. 

Figure 3-8, then, gives the formulas for 

the computation of CC., the estimator of 
J 

CC, category j and p .• Figure 3-9 gives 
YJ 

the corresponding formulas for 95 percent 

confidence intervals on the estimates. For 

each formula given, an illustration of its 

use based on the data in figure 3-10 is 

provided. 

3.12 Estimation of B and I in reinter­

view studieb.--Now consider the formulas for 

computing the response error measures appro­

priate for reinterview studies. figure 3-11 

sets forth the notation needed to describe 

the computations. The cell entries are un­

weighted totals of the observations on the 

sample elements selected for the reinterview 

I 
Category 1 j 

Y. 
J 

YA/l) 
Y
Bj 

(1) 

YA/h) 

YE/h) 

(Etc. ) 

(Etc. ) 

(Etc.) 

(Etc. ) 

(Etc. ) 

(Etc. ) 

(Etc. ) 

(Etc. ) 

1 

Catf'Qory 
c 

Y c 

Y
Ac

(1) 

Y
Bc

(1) 

YAc(h) 

YBc(h) 

--------------------' 

study. For this table: 

n = the total number of reinterview cases 
for which there was a report in both 
the census and the reinterview 

c = the number of categories for the 
characteristic 

Y .. 
'l-J 

Y . 
. J 

y. 
'1-. 

the number of (unweighted) sample 
elements in the ith category in the 
reinterview and jth category in the 
census 

the total number of sample elements 
in the jth category in the census 

the total number of sample elements 
in the ith category in the reinter­
view 

Figure 3-12 gives the data used in the 

example computations. Figure 3-13 shows the 

formulas and computations for estimating the 

-------.-------.-~--
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FiguT'e 3-8. COMPUTING Cc AND P y 

Correlated component for category j: 

1 £, 
CC. = £: LIT. (h) 

where 

for 

J h=1 J 

Cc. (h) 
J 

Correlated component for married category (subscript j=1 assumed): 

where 

A 1 
CC = 3 (.0003 + .008 + .021) = .01 

Cc(l) = (942 [(312)\ (290)2J - [31') + 29CJ 
941 480 463 u 

[ 312 + 290 + _1 J) / 471 
x 943 941 

.0003 

&(2) = (1,630 
1,629 

.008 

A 

CC(3) .021 

[
(530)2 + (395)2J- _ [530 + 395J 
841 790 

Intra-enumerator correlation coefficient for category j: 

Intra-enumerator correlation coefficient for married category: 

.01 
.04 

I--________ ~- _ .. _.-._--------------------------------1 

-------------
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Figure 3-9. COMPUTING THE STANDARD ERRORS AND NINETY-FIVE PERCENT CONFIDENCE INTERVALS 

Ninety-five percent confidence limits for the correlated component for category j 
are: 

~ 
2:: (ec. (h) - CD.) 

h=1 J J 

Ninety-five percent confidence limits for the correlated component, married 
category are: 

.01 ± 2 312) [(.003 - .01)2 + (.008 - .01)2 + (.021 - .01)2] 

.01 ± .012 

Ninety-five percent confidence limits for the intra-enumerator correlation 
coefficient for category j are: 

where 

~ .(h) 
YJ 

Ninety-five percent confidence 1 imits for the intra-enumerator correlation 
coefficient, married category: 

.04 ± 2~ 312) (.001 - .04)2 + (.03 - .04)2 + (.08 - .04)2 

.04 ± .046 

where 

p (1) 
.003 

.001 
Y [312 + 290J [1 _ 312 + 290J 

943 943 

p (2) .03 (computed as for P/1J) 
Y 

p (3) = .08 (computed as for p (1)) 
Y Y 

85 
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FiguY'e 3-10. EXAMPLE OF PROCEDURE FOR THREE INTERPENETRATED ENUMERATOR PAIRS 

(TabLe contains aY'tificiaL data faY' maY'itaZ status) 

I nterpenet rated 
Enumerator Total 
Assignment Elements Married 

All Persons 
14 years 
and older ... 4,043 2,430 

Pair 1 : 

Enumerator A •.•• 480 312 
Enumerator B •••• 463 290 

Pa i r 2: 

Enumerator A ...• 841 530 
Enumerator B •••• 790 395 

Pair 3: 

Enumerator A .... 740 500 
Enumerator B •••• 729 403 

-

response bias, B. When the reinterview can 

be considered as providing generally more 

accurate responses, the estimator of B is the 

net difference rate (NDR). However, NDR is 

often computed for items for which the re­

interview is considered as an identical 

replication of the census interview. In these 

cases, NDR is not an estimator of B but is 

used as an indicator of how well the reinter­

view replicated the census procedure. Thus, 

NDR is usually reported regardless of the 

objectives of the reinterview survey. However, 

one must be cautious in its interpretation. 

Figure 3-13 also describes the computa­

tions for the index of inconsistency, I, and an 

aggregate measure of inconsistency, I
AC

' The 

latter measure may be regarded as a weighted 

average of indexes of inconsistency across all 

categories for the item. The interpretation 

f I f the item is the same as the inter­o AC or 

pretation of I for each category. 

Computational formulas for the standard 

errors for the estimator are provided in 

figure 3-14. 

Census Classification (j - 1, . ~ . , 5) 
. Divorced 

or Never Not 
Widowed Separated Married Reported 

254 328 642 389 

28 24 96 20 
15 67 22 69 

86 50 91 84 
55 103 158 79 

28 37 169 6 
42 47 106 131 

____ _ ~~ _____ ---L-__ __ L---____ 

3 • 2 RepofLUng :the· JteJ., uLt6 

Statistical offices produce a vast 

range of statistics from a census, which 

are employed by users for a variety of 

purposes. All the purposes for which the 

census da,ta or the census evaluation study 

results will be used are not always known 

in advance. Therefore, it is important for 

a statistical office to provide its users 

with information on the quality of the data 

to assist the users in interpreting the 

results and in deciding whether to use them 

for a given purpose. 

The following two types of reports on 

the results of census evaluation studies may 

be distinguished: (a) reports with a more 

technical orientation that are primarily pre-' 

pared for professional statisticians and other 

individuals of a similar background, and (b) 

reports with a less technical orientation 

which are prepared for users of the census 

data. The guidelines set out below refer in 

some degree to both types of audiences but 

primarily to the latter group. 
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Figure 3-11. GENERAL NOTATION FOR COMPUTING RESPONSE ERROR MEASURES IN REINTERVIEW STUDIES 

Classification Reported in Census 
(j = 1, 2, ... 0) 

Reinterview 
Classification 

(i = 1, 2, ... o) Total 
reporting 

Category 
1 

Category 
2 

Category 
j 

Category 
o 

Total reporting~ ..... 

Category 1 ............ . 

Category 2 ............ . 

(etc. ) 

Category i .. .......... . 

(etc. ) 

Category 0 •.••••• .••••• 

n 

Y 
1 • 

Y 
2· 

Y. 
1.-. 

Y o. 

Y 
• 1 

Y 
1 1 

Y 
21 

Y 
• 2 

Y 
12 

Y 
22 

Y . 
.J 

Y . 
1J 

Y . 
2J 

Y .. 
1.-J 

Y . 
OJ 

1This table exoludes all oases for whioh there was no report in either the oensus, the 
reinterview, or both. 

Figure 3-12. EXAMPLE OF PROCEDURE FOR COMPUTING RESPONSE ERROR MEASURES 

(Table contains artifioial data for year the struoture was built. Figures underlined 
denote exaot matoh.) 

----------.,-------,----------------------------

1979 
Total to 

Classification Reported in Census 
(j = 1, 2, .,. 0) 

to to to to or 

Y .c 

Y. 
1.-C 

Y oc 

Reinterview 
Class if icat ion 

(i = 1, 2, ... 6) Reporting 1980 

1975 1'970 - 1960--'- 1950 1949 

1978 1974 1969 1959 earl ier Unreported 

Total reporting •. 

1979 to 1980 ...... .. 
1975 to 1978 ....... . 
1970 to 1974 ....... . 
1960 to 1969 ....... . 
1950 to 1959 ....... . 
1949 or earl ier .•... 

Unreported •. " '" 

1,218 

38 
122 
160 
294 
147 
457 

43 

43 

27 
Tf 

2 
o 
o 
3 

3 

120 

6 
85 
20 

4 
1 
4 

2 

159 

1 
14 

111 
--rr 

o 
6 

10 

313 

3 
8 

18 
237 
27 

20 

8 

172 

o 
o 
o 

12 
95 
60 

3 

411 

1 
4 
4 

14 
24 

364 

17 

56 

5 
2 

13 
12 
4 

20 

8 
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In order to meet the users' basic needs 

for indications of the scope and applicability 

of the evaluation study, and to help the user 

to apply the evaluation study results to 

determine the quality of the census data, the 

evaluation report generally should incorporate 

the structure and provide the information 

described below. 

reinterview, interpenetration study, record 

check study, etc.) should be described in 

non-technical and easily understood language. 

The contents and structure of the report also 

should be described. 

3.21 Introduction.--The objectives of the 

evaluation study and the general approach used 

to accomplish the objectives (that is, content 

3.22 Data source and definitions.--Basic 

information should be provided on the mode 

of interviewing (that is, telephone, ,mail, 

personal interviewing) for both the census 

and the evaluation study; and all important 

concepts and technical terms used in the 

---- ------ ---------
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Figure 3-13. COMPUTING NET DIFFERENCE RATE AND INDEX OF INCONSISTENCY 

Net difference rate for category i (an estimator of B (response bias) only when the 
reinterview response is considered to be the "truth"); 

(y • - Y. ) 
NDR 

.'1- '1-. 
n 

Net difference rate, year-built interval 111950 to.,1959"; 

NDR 172 - 147 (100) 25 (100) 
1~218 x = 1~218 x 2.05% 

Index of inconsistency for category i .(appropriate only when the reinterview 
response is considered to be in replication of the census response); 

A (Y . + Y. - 2Y .• ) 
I = -=1--=[-·_'1-___ '1-_· __ -''1-....;'1-__ --,]=_ X (100) ~ (i=l ~ ••• ~ C) 

Y • (n- Y .) + Y. (n-Y .) 
n .'1- '1-. 1-. .1-

NOTE; Y .. is the ith diagonal term. 
'1-'1-

Index of inconsistency for year-built interval 111950-195911 ; 

(172 + 147 - 2(95)] ] x (100) 

1~;18 [172(1~218 - 147) + 147(1~218 - 172) 

129 
277.48 x (100) 

46.49 

Aggregate index of inconsistency (appropriate only when the reinterview response 
is considered to be a repl ication of the census response); 

(n - f y .. ) 
• 1-1-

___ --:::-'1-'--_-'-_ X (100) 

( n - 2 f Y .y.) 
n i .1- 1-. 

Aggregate index of inconsistency, year built; 

1~218 - 919 x (100) 

1~218 - 1~;18 [(43) (38)+(120) (122)+(159) (160)+(313) (294)+(172) (147)+(411) (457)J 

1~218 - 919 x (100) 32% 
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Figure 3-14. COMPUTING STANDARD ERRORS AND NINETY-FIVE PERCENT CONFIDENCE INTERVALS 

Ninety-five percent confidence interval of net difference rate for category i: 

(i=l, ..... C) 

Ninety-five percent confidence I imits are: 

(Y . - Y. ) ± 2 )Y . + Y. - 2Y .. + 1 
__ • t. ___ t._. ___ -.-t.---t.-. ___ t._t. __ x (100) 

n 

Exceptions: 

(1) If (Y. - Y .. ) 
t.. t.t. 

0, then widen the high ninety-five percent confidence limit 

by adding: 

(2) If (y • - Y .. ) = 0 .. then widen the low ninety-five percent confidence limit 
.t. t.t. 

by subtracting: 

(3) If both (1) and (2) above, the ninety-five percent confidence limits are 
estimated as: 

[-n4 
x (100) ] to [:4 x (100)] 

Ninety-five percent confidence interval of net difference rate for year-built 
interval 111950-195911 : 

(1) Low ninety-five percent confidence limit is: 

(172 - 147) - 2 ';172 + 147 - 2(95) + 1 x (100) 
1 .. 218 

25 - 2(11.40) x (100) = 0.18 
1,218 

(2) High ninety-five percent confidence limit is: 

(172 - 147) + 2/172 + 147 - 2(95) + 1 x (100) 
1 .. 218 

25 + 2(11.40) x (100) = 3 92 
1 .. 218 . 

89 
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Figure 3-14. COMPUTING STANDARD ERRORS AND NINETY-FIVE PERCENT CONFIDENCE INTERVALS--(eontinued) 

Ninety-five percent confidence interval of index of inconsistency for category i: 

(

y . + Y. - 2Y.) 
() If .1- ~. 1-1-1 2 .10, ninety-five percent confidence limits are: 

(y . + Y. - 2Y .. + 2) ± 2jY . + Y. - 2Y .. + 1 
__ ~.1-~ __ ~1-_. __ ~~1-~1-__ ~ ____ ~_~.~1-__ -=1-~.~ ___ 1-_1-____ x (100) 

Y. i (1 . Y~-) + Yi. (1 - Y~i) 

(2) I f .1- n1-· 1-1- > 
(

y . + Y. - 2Y .. ) 
.10, ninety-five percent confidence limits are: 

(y . + Y. - 2Y .. + 2) ± 2j!:..(Y . + Y. - 2Y .. ) (n •• - Y . - Y. + 2Y .. ) 
__ ~.1-~ __ ~1-~. ____ ~1-~1-______ ~~n~~.~1-__ ~1-~.~ __ ~1-~1-~ _______ ._1-____ 1-_. ______ 1-1-__ x (100) 

Y . (1 _ y i .) + Y. (1 _ Y. i) 
.1- n 1-. n 

Ninety-five percent confidence interval of index of inconsistency for year-built 
interval 111950-1959": 

(1) 172 + 147 - 2(95) 
1 .. 218 = .106 

(2) Low ninety-five percent confidence limit is: 

1 {172 + 147 - 2(95) + 2} - 2 1 218{(172+147) - 2(95)}{1 .. 218-172-147+2(95)} 
------------------~~~~~~----~------~------------------ x (100) 

172 (1 - 1~~~8) + 147 (1 - 1~;;8 

131 - 2/115.337 x (100) = 13~7;.!~·48 x (100) 39 4 151.24 + 126.24 = • 7 

(3) High ninety-five percent confidence limit is: 

{172 + 147 - 2(95) + 2} + 2 1,~18{(172+147) - 2(95)}{1 .. 218-172-147+2(95)} 
-----------------(r---~1~47~)------(~--~1~772')-------------------- x (100) 

172 1 - 1 .. 218 + 147 1 - 1 .. 218 

131 + 21.48 x (100) = 54.95 
277.48 

----- ------ ~---
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Figure 3-14. COMPUTING STANDARD ERRORS AND NINETY-FIVE PERCENT CONFIDENCE INTERVALS--(continued) 

Ninety-five percent confidence interval for the aggregate index of inconsistency: 

[
n - f Y"J i=l 1-1-

If < n 
(1) .10~ ninety-five percent confidence limits are: 

-,(:.....n_-_i _t_1-,Y,-1-_' 1-_' _+_2.),--=-±_1,--n~-_1-_~_1_Y_i1-_' _+_1 x (100) 

(
n - 1. f: Y .y.) 

n i=l .1- 1-. 

(2) [
n- f: y .. ] 

i=l 1-1-
If > .10~ ninety-five percent confidence limits are: n 

(100) 

Ninety-five percent conffdence interval for the aggregate index of inconsistency, 
year built: 

(1) 1~218 - (27+85+111+237+95+364) = 
1~ 218 

.25 

(2) Low ninety-five percent confidence 1 imit is: 

1~218-(27+85+111+237+95+364)+2-~vI~{1~218-(27+85+111+23 7+95+364}{27+85+111+237+95+364} 
- x (100) 

1~218 - 1 ~18{(43)(38)+(120)(122)+(159)(160)+(313)(294)+(172)(1 47)+(411)(457)} 
~ 

= 12 220 - 919 - 21225.60 (100) = 301 - 2(15.02) x (100) 
346~847 x 933.23 

1,218- 1~218 
29.03 

(3) High ninety-five percent confidence 1 imit is: 

1~218-(27+85+111+237+95+364)+2+2v1~{1~218-(27+85+111+23 7+95+364}{27+85+111+237+95+364} 

1~218 - 1 ~18 {(43) (38)+(120)(122)+(159)(160)+(313)(294)+(172)(147)+ (411)(457)} 
~ 

----------

301 ~ 2(15.02) x (100) 
933.23 

-~--- - ~-- -- ~- -~-~ 

35.47 

x (100) 
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report should be explained in a clear and 

unambiguous manner. For example, the 

correlated component of enumerator variance, 

index of inconsistency, response bias, or any 

other technical terms used in the report 

should be defined. There should also be a 

clear discussion of how the reported measures 

of response error are interpreted. In 

addition, the date and time period of the 

study in relation to the census should be 

specified. 

3.23 Field procedures, study design, and 

estimation methods.--The essential aspects of 

the field procedures, study design, and 

estimation methods should be discussed. Any 

unforeseen, unusual, or atypical events that 

occurred which might significantly affect the 

validity of the evaluation results (violations 

of interpenetration procedures, misunder­

standings on the part of the enumerators or 

respondents, strong negative reactions of the 

field staff or the public to the evaluation) 

should be specifically mentioned. Descrip­

tions of the clerical and computer processing 

procedures should also be included. For re­

interview procedures, describe how the field 

collection and data processing procedures 

differed from the census and how this may 

affect the results. 

3.24 Results for housing characteris­

tics.--Tab1es giving the results of the evalua­

tion study along with discussions of the impor­

tant findings for each housing characteristic 

should be presented. The following outline 

may be used: 

(1) Title line giving the name of the char­
acteristic (that is, age, marital status, 
etc.). 

(2) Verbatim statement of the question as it 
appeared on the census questionnaire and, 
for reinterview studies, on the reinter­
view questionnaire. 

(3) For reinterview studies only, a detailed 
table of the results using the format 

of figure 3-15 (this is ~ssential1y the 
same as figure 3-11) state whether the 
reinterview objective for the question 
was to measure simple response variance 
or response bias. If the objective was 
response bias, discuss the efforts made 
to obtain the truthful response and how 
well these efforts may have succeeded. 

(4) For reinterview studies, a summary table 
of the form in figure 3-16 'Should be 
used. 

(5) For interpenetration studies of the enu­
merator variance, provide a summary table 
of the form in figure 3-17. 

(6) Discuss the results, indicating whether 
the reported measures of response error 
are particularly large or small (see 
section 3.3). OtHer analyses may be 
provided to investigate the sources of 
large indices of inconsistencies, 
response biases, or intra-interviewer 
correlation coefficients. For example, 
measures may be reported, us~ng table 
formats similar to figure 3-16, for age­
race-sex subgroups and other cross­
classified tables. 

3.25 Results for population characteris­

tics.--Tables giving the results of the evalua­

tion study for population characteristics should 

be presented. The outline and structure for 

the section is identical to those previously 

given for housing characteristics. 

3.26 Data limitations.--This section 

should discuss all types and sources of error, 

problems in the ,.fieldwork or design of the 

study, or difficulties in the processing of the 

data that are considered to have an important 

bearing on the quality, applicability, or 

limitations of the data. The principal types 

of limitations to be considered in this regard 

are, for reinterview studies: 

(1) Matching errors and problems. 

(2) Reinterview nonresponse rates. 

(3) Violations in the assumptions of the 
replication reinterview or the improved 
reinterview procedure, whichever was the 
objective. 

(4) The population sampled for the reinter­
view and its correspondence to the cen­
sus population. 

------------ --~----
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Figure 3-15. EXAMPLE OF A DETAILED REINTER VIEW TABLE 

Name of Characteristic 

Classification Reported in Census 
Total (j _ 1 

2~ c) 
matched 

- ~~ ... 
Reinterview housing Total Category Category ( Category 

Classification units Reporting I 2 ! c 

Total matched 
housing uni ts .. n' nC y' y' y' 

• 1 ·2 .c 

Total 
reporting ••.... n

R 
n y Y Y 

• 1 • 2 .c 

Category I .......... y' y y y Y 
1 • 1 • 1 1 1 2 l C 

Category 2 .......... y' y y y Y 
2' 2· 21 22 

( 
2C 

(etc. ) 

Category c ..••.•.... Y' Y Y Y Y 
c. c. C1 C2 CC 

Note: The notation in this table is identical to that of figure 3-11 with the exception that 
co lumn .1 and row 1 have been added. For this co lumn and row: 

is the total number of sample cases~ including nonresponses in either the 
census or reinterview. 

is the total number of sample cases reporting in the census. Thus Y'. is the 
number of these nC cases reporting in category i in the census. .~ 
is the total number of sample cases reporting in the reinterview. Thus Y ~ is· 
the number of these nR cases reporting in category j in the reinterview. J. 

Figure 3-16. EXAMPLE OF A SUMMARY TABLE FOR REPORTING MEASURES FROM REINTERVIEW STUDIES 

Name of Characteristic 

Total Index of Lower Upper Net Lower Upper 
matched Percent i ncon- confi - confi - differ- confi - confi-
housing of sistency dence dence ence dence dence 

Classification units total I I imi t I imi t rate I imi t I imi t 

Total matched 
housing uni ts •. 100 (x) (x) (x) (x) (x) (x) 

Category 1 •••••• 

Category 2 ...... 

(etc. ) 

Category c ...... 

(x) Not applicable 

93 
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Figure 3-17. EXAMPLE OF SUMMARY TABLE FOR REPORTING MEASURES OF ENUMERATOR VARIANCE 

Name of Characteristic 

Total 
Correlated 

housing Percent 
component 

"-
Characteristic units of total CC 

Total housing 
units 

Category 1 ..... 

Catego ry 2 ..... 

(etc. ) 

Category c ..... 

3.27 Appendices.--The basic formulas used 

in the computations of the reported response 

error measures and their variances should be 

documented in the appendices to the report. 

As a 'general rule for interpreting the 

magnitudes of the response error measures, 

figure 3-18 may be useful for the analysis. 

It is based on the experiences in the United 

States with evaluation studies conducted for 

personal interviewing in censuses and surveys. 

4. PROFILES OF INTERNATIONAL 
CONTENT EVALUATION STUDIES 

In this section, some examples of content 

evaluation studies are described, and the 

techniques of the previous sections are 

illustrated. 

4. 1 BavLgtaduh 

As part of the post-enumeration check 

(PEC) survey of the 1981 census of Bangladesh, 

a reinterview study \<1ith the "response vari­

ance objective" was conducted. 

The sample was a systematic sample of 

250 enumeration areas (EA's) selected from 

the 211,751 EA's included in the census. 

Intra-
Lower Uppe r interview Lower Upper 
confi - confi- correlation confi- confi-
dence dence coeff i c i ent dence dence 
I imi t limit Py I imi t limit 

Before sampling, the EA's were sorted by 

urban/rural classification and geographic 

location. The average size of the EA's was 

about 72 housing units. The final sample 

size was 20,962 households or 121,072 persons. 

In striving to maintain independence 

between the PEC and the census, reinterview 

enumerators were especially recruited for the 

job independently of the census. The reinter­

view survey was conducted 2 1/2 weeks after 

the census. 

Following the survey, each EA was inde­

pendently matched twice to the census with a 

third party adjudicating discrepancies. This 

yielded 104,703 matched persons for the content 

analysis. 

Figure 3-19 summarizes the results of the 

study. As expected, sex was the most reliably 

reported characteristic (IAG=O), and age was the 

least reliable with IAG in the moderate range. 

An interesting finding from the survey was 

that reliability of reporting for age decreased 

steadily as age increased. 

Note that, from the table, the "rate of 

agreement" between the census and the reinter­

view (1 - the gross error rate) is sometimes 

smaller for some characteristics which also 
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Figure 3-18. GENERAL GUIDELINES FOR INTER­
PRETING THE MAGNITUDES OF RESPONSE ERROR 
MEASURES FOR CENSUSES 

Response 
Error Measure 

Low Moderate High 

Index of 
inconsistency, I ..... 

Aggregate index of 
inconsistency, I AG ... 

Absolute value of the 
the ratio of the 
net difference rate 
to the population 
mean of proportion, 
iNDR/pi········.··· .. 

Intra-interviewer 
corre lat i on 
coefficient, Py: 

Simple 1 items ..... . 
o iff i eu It 2 items ... 

Range 

< 20 

< 20 

<.01 

<.001 
<.005 

Range 

20 - 50 

20 - 50 

.01-.05 

.001-.005 

.005-.02 

Range 

> 50 

> 50 

>.05 

>.005 
>.02 

lllSimple items" refer to age. sex. marital 
status. and other items that are neither 
ambiguous. emotionally loaded. or subject to 
memory loss. 

211DifficuZt items" refer to education. income. 
migration. some occupation entries. and other 
items requiring greater recall and/or effort on 
the part of the respondent or enumerator. 

have smaller aggregate indexes of inconsist­

ency, such as literacy and tenure. Thus, "rate 

of agreement" is not a good measure of the 

relative impact of simple response variance on 

the total variance for an item. It is, how­

ever, a good measure of the gross errors for 

an item. Coefficients of variation for the 

estimates were not provided in the report, but 

are probably in the order of about 1 percent. 

4.2 lYlcUa 

As part of the PEC for the 1981 census 

of India, a reinterview survey was conducted. 

The objective of the survey was to determine 

the reliability of reporting age, literacy, 

and other variables related to labor force 

status. Thus, the reinterview survey had the 

response variance objective. 

Figure 3-19. AGGREGATE INDEX OF INCONSISTENCY 
FOR SELECTED CHARACTERISTICS: BANGLADESH 

Rate of 

IAG 
Agreement 

Cha racter i s tics (percent) 

Sex ........•.•...•. 0.0 99.9 
Marital status ..... 5.7 97.0 
Literacy .....•....• 18.1 94.0 
Type of roof 

material .•....••. 21.1 89.0 
Type of wall 

mater i a 1 •...••.•. 27.7 85.0 
Educational 

attainment •.•.... 28.6 88.0 
Tenure ..•.•..••...• 29.8 95.0 
Age ••...•..•....... 41.2 63.0 

The reinterview survey was conducted 

2 weeks after the census in a subsample of 

750 of the 4,000 PEC blocks. In rural areas, 

546 blocks were selected and, in urban areas. 

204 were selected. Each block averaged about 

122 housing units. Thus, the total sample 

size for the survey was about 91,500 households. 

Figure 3-20 is indicative of the type of 

analyses that were conducted. This table gives 

the index of inconsistency and the net differ­

ence rate for literacy and age by sex and rural/ 

urban area. Similar analyses were performed for 

the labor force variables. The net difference 

rate analyses may provide an approximation to 

the level of under- or over-reporting, to the 

extent that the reinterview responses for age 

were closer to the "truth" than the census re­

sponses (i.e .• reinterview misclassification 

error rates were small). Since the reinter­

view enumerators were more carefully selected 

and better trained and supervised, this premise 

seems plausible. However, no attempt was made 

to improve the questioning of age, nor was 

there a reconciliation of discrepancies between 

the census and the reinterview. 

To provide additional information on the 

reliability of the reporting of age, the rein­

terview enumerator was asked to record his/her 
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Figure 3-20. RESPONSE VARIANCE AND RESPONSE BIAS BY SEX, LITERACY, AND AGE 

Index of 
Characteristic inconsistency 

Male Female 

LITERACY 
Urban .................. 7.71 7.71 
Rural ..........••...•.. 9.19 9·39 

AGE 

0 to 4 years: 
Urban ................ 13.75 17.35 
Rural ..•..••.•....... 7.97 5.24 

5 to 9 years: 
Urban •..............• 14.73 16.04 
Rura 1 •......•...•.... 9.44 8.65 

20 to 24 years: 
Urban .............••• 15.99 18.27 
Ru"ral .•.••••••..••... 21 .95 28.40 

25 to 29 years: 
Urban ...•..•..•....•. 19.94 22.61 
Rura 1 ......•........• 23.80 26.11 

45 to 49 years: 
Urban .••..•.......... 24.92 29.76 
Rura 1 ....•...•..••... 31.06 34.06 

50 to 54 years: 
Urban .•.•.••......•.. 31 .51 23.00 
Rural .............••• 31.80 28.62 

65 to 69 years: 
Urban ....• ~ .••.••.... 38.80 34.77 
Rural ••.......•...... 38.80 41.71 

70 years or older: 
Urban .•.•••.•...•.... 16.81 19.66 
Rural .•.••........... 14.50 16.72 

(x) Not applicable 

opinion as to whether the recorded age was 

reliable. The percent of responses judged as 

reliable also appears in figure 3-20. There 

is evidence of a strong correlation between 

the enumerator assessment and the index of 

inconsistency. Standard errors for the esti­

mates are not available. 

4. 3 Unite.d Stcdv., 

Content evaluations have been a part of 

the U.S. census since 1950. Always including 

reinterview surveys, the censuses have also 

included interpenetration studies for the study 

of enumerator variance (Hanson and Marks 1958; 

Enumerator assessment 
Net dif- of re 1 i ab iIi ty of age 

ference rate (percent) 

Male Female Male Female 

.11 -.57 (x) (x) 

.47 -.26 (x) (x) 

.52 -.01 72.61 70.30 

.20 .17 68.80 72.37 

.21 -.22 68.31 71. 33 

.14 -.95 6S .15 66.90 

-.34 -.79 77 .66 66.5"2 
-.41 -.25 65.00 58.31 

.19 -.17 67.84 61.59 

.14 .08 61. 74 57.75 

.66 .23 71.43 61.90 
-.31 -.39 59.03 52.97 

-.15 .08 50.55 63.57 
- .13 .38 60.30 69.96 

-.37 .33 51.75 57.25 
- .13 -.17 46.74 , 47.70 

.00 .03 55.27 50.46 

.21 .00 46.59 49.19 

U.S. Bureau of the Census, Evaluation: Effects 

of Interviewers and Crew Leaders, 1960; and U.S 

Bureau of the Census 1979), coder variance 

(in 1960), supervisor variance (U.S. Bureau of 

the Census, Evaluation: Effects of Inter­

viewers and Crew Leaders, 1960), and editing 

and telephone followup enumerator variance 

(Biemer and Katzoff 1980). 

The last census to be conducted com­

pletely by face-to-face interviewing was the 

1950 census of population. It was as a result 

of the enumerator variance study conducted for 

that census that the U.S. Census Bureau aban­

doned personal interviewing for censuses in 

favor of self-enumeration using a mail-out/ 
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mail-back approach. In this section, the 

result of that study will be briefly described. 

The 1950 Enumerator Variance Study (EVS) 

was conducted in 21 purposively selected 

counties in Ohio and Michigan. A total of 200 

strata with an average population of about 

6,500 persons each, were formed. Within each 

stratum, enumeration districts were paired 

at random, and each pair was assigned to the 

interviewers by a random method. See (Hanson 

and Marks 1958) for a complete description of 

the 1950 EVS. 

Figure 3-21 shows the estimates of Py 
for selected 1950 population characteristics. 

The variances of the estimates were not 

computed. Furthermore, the estimates may not 

be representative of the populati,on of 1950 

census enumerators, since the study was 

concentrated in 21 counties which were very 

similar to each other rather than spread over 

the entire United States. 

As is obvious from the figure, most of 

the items exhibit enumerator effects which 

are in the moderate-to-large range. The non­

response categories consistently showed large 

P 's indicating that enumerators have a 
y 

considerable effect on item nonresponse rates. 

For the 1960 census, another enumerator 

interpenetration study was conducted, referred 

to as the Response Variance Study (RVS). A 

major objective of the RVS was to evaluate 

the reduction in census variance as a result 

of the change to self-enumeration. About 

45 percent of all census questionnaires were 

completed solely by respondents in 1960. 

A number of design differences between the 

1950 EVS and the 1960 RVS limit the comparisons. 

However, the RVS concluded that enumerator 

effects were dramatically reduced largely as a 

result of self-enumeration. For example, for 

educational attainment the reduction was about 

Figure 3-21. VALUES OF Py FOR SELECTED CHAR­
ACTERISTICS, U.S. POPULATION: 1950 

Characteristic 

Race: 
Negro ............•..•..... 
Other ......... " ......... . 

Age: 
Under 1 year ............ .. 
1 year or older •.......... 
Under 14 years .•.•........ 
25 years or older .•....... 
55 years or older .••...... 

Educational attainment: 
Grade 12 or over ........•. 
Grade 9 or over •.•........ 
Grade 8 or over •..•....... 
Grade 5 or over ••......... 
Not reported ..•..••....... 

Residence: 
Farm ..•....•.....••....... 
Nonfarm: 

Male ................... . 
Female .......•.......... 

Income--earned: 
Less than 2000 ........... . 
2000 to 4999 ............. . 
5000 or more .....••.....•. 
Not reported .•...•........ 

Income--unearned: 
None ......•....••......•.. 
Less than 2500 ........... . 
2500 or more •......•...... 
Not reported., .•..•••..... 

.0165 

.0043 

.0002 

.0009 

.0030 

.0040 

.0026 

.0125 

.0064 

.0064 

.0027 

.0543 

.0330 

.0278 

.0059 

.0060 

.0087 

.0160 

.0313 

.0246 

.0009 

.0599 

Source: 1950 U.S. Population Census 

80 percent and for income about 50 percent. 

Overall, enumerator effects were reduced by 

about 75 percent. The items showing the least 

reduction were the nonresponse items which, as 

in 1950, had the highest enumerator effects. 

The RVS analyses also revealed that enumerator 

effects on item nonresponse vary considerably 

by geographic area. 

The 1950 and 1960 enumerator variance 

studies are illustrations of the usefulness 

of response variance analysis for evaluating 

alternative census design choices. 

---------------------------------------
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Chapter 4. OVERVIEW TO CENSUS EVALUATION 

THROUGH DEMOGRAPHIC ANALYSIS 

1. 1 NTROVUCTI ON 

Demographic methods play a very impor­

tant role in the census evaluation programs 

in most, if not all, countries. In countries 

where matching studies have been conducted as 

part of the evaluation program, demographic 

methods may be used to supplement the results 

of these studies in order to provide further 

insight into the nature and magnitude of 

various types of errors in thr data. In 

cases where the implementation of a PES or 

one of the other types of matching studies 

described in chapters 2 and 3 are not feasi­

ble, demographic and/or related non-matching 

techniques provide the only basis for 

assessing the quality of a census enumeration. 

Depending upon the amount of demographic 

information available about a country, demo­

graphic analyses can provide considerable 

insight into the magnitude and nature of 

errors in census data. In the most limited 

case where only the results of a single 

census are available, it is usually possible 

to recognize (at minimum) whether some combi­

nation of coverage and content error has 

resulted in an implausible enumeration of 

one or more segments of the population. In 

countries in which two or more censuses have 

been conducted, a somewhat wider range of 

methods is applicable and defensible estimates 

of the magnitude of census coverage and con­

tent error can often be derived without the 

benefit of a PES. The availability of results 

from one or more demographic surveys conducted 

during the intercensal period further in­

creases the usefulness of demographic analyses. 

The substitutability of demographic analyses 

for a PES or other matching study, particularly 

with regard to the question of the complete­

ness of census coverage, will in general be 

determined by the amount of demographic infor­

mation available about the country and the 

extent to which the composition of the 

country's population has been affected by 

extraordinary events (wars, famines, major 

epidemics, etc.) and other distorting factors 

(abrupt changes in fertility or mortality 

levels or significant levels of net inter­

national migration, for example). 

This chapter is the first of two chapters 

describing the use of demographic and related 

(non-matching) methods for the evaluation of 

population censuses. The present chapter 

provides an overview to and background for 

the detailed description and illustrative 

applications of selected demographic methods 

presented in chapter 5. Specifically, the 

purposes of this chapter are: (a) to outline 

the underlying rationale of the demographic 

approach to census evaluation, (b) to briefly 

describe methods having practical applica­

tions for census evaluation purposes, and 

(c) to summarize techniques available for 

obtaining indirect estimates of demographic 

parameters required for the application of 

some of the more useful demographic methods 

of census evaluation. 

The rationale for including indirect 

estimation techniques in this manual is that 

since estimates of selected parameters are 

required in the application of a number of the 

more powerful demographic techniques for 

census evaluation and many countries lack 

registration data of sufficient quality to 

produce accurate direct estimates, it will 

often be the case that the indirect estimation 
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of one or more basic demographic parameters 

will have to be undertaken as part of the 

census evaluation process. Accordingly, a 

summary of the methods available for estimat­

ing demographic parameters in the absence of 

directly usable registration data is included 

in the manual to assist in making optimal use 

of the demographic information available from 

surveys or previous censuses in developing 

parameter estimates. The reader is referred 

to Unit.ed Nations (1967 and 1983) and U. S. 

Bureau of the Census (1975) for a more compre­

hensive treatment of indirect estimation 

techniques. The uses of these estimates for 

census evaluation purposes are described and 

illustrated in chapter 5. 

2. VEMOGRAPHIC METHOVS FOR 
CENSUS EVALUATION 

The fundamental problem to be addressed 

in evaluating a census in the absence of data 

suitable for a matching study is one of 

deriving an "expected" population against 

which to compare the results of the census 

under evaluation. Under the demographic 

approach to census evaluation, knowledge of 

regularities in the structure of human popu­

lations is combined with data on and/or 

assumptions about demographic parameters in 

a particular populati0l1 to derive an estimate 

as to what the size and composition of the 

population was likely to have been at the 

reference date of the census to be evaluated. 

This "expected" population is then used as a 

standard by which to assess the quality of 

the census enumeration. 

The methods described in this chapter 

represent alternative methods and procedures 

for deriving a "standard" population for 

evaluation purposes, contingent upon the 

types of demographic information available 

about a particular population, the quality 

(accuracy) of that information, and the 

assumptions about levels and trends in the 

components of population growth which can be 

justified in the particular case. These cri­

teria are relevant both for the choice of 

evaluation methodology and for decisions as 

to which estimate of census error to accept 

as the most plausible in instances where 

estimates can be derived on the basis of more 

than one method. 

In the presentation below, the various 

methods considered are divided into three 

categories on the basis of their data require­

ments and underlying approach as follows: 

(a) methods based upon direct comparisons with 

data from external sources; (b) methods based 

upon comparison with theoretical distributions; 

and (c) methods based upon comparisons with a 

previous census or censuses. 

2. 1 V-iltec.t e.ompCVtb.>oYl.o wUh da:t.a. nJtom 
ex.t eJtYlM .60 Me. e.o 

One of the more conceptually straight­

forward approaches for assessing the plausi­

bility of a cenSus count involves the compari­

son of the census count with a corresponding 

count from an independent data source. Among 

the possible sources of data for such compari­

sons are population registers, vital registra­

tion systems, baptismal records, school 

enrollment data, citizen identification 

systems, social security/health systems, and 

existing household surveys. 

The basic assumption underlying the use 

of such data for census evaluation purposes 

is that the count of persons derived from the 

external source is at least as accurate as 

the corresponding count or distribution 

obtained from the census. To the extent that 

this assumption is justified, the direct 

comparison of census counts with these 

"expected" counts will provide valuable infor­

mation on the accuracy of the census enumera­

tion. Incomplete and/or defective data limit 

----~------------~--~-~---~--~------~ 
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the usefulness of the comparisons, but in 

some instances such data may nevertheless 

provide useful information for census evalua­

tion purposes. For example, if a justifiable 

estimate of the level of undercoverage in 

the particular statistical program being 

compared with the census is available or can 

be derived, the "corrected" total can be 

used to provide a rough estimate of the 

completeness of census coverage. Even when 

such adjustments are not possible, data from 

external data sources may be used to estimate 

the "lower bound" of the completeness of 

coverage in a census. In most practical 

census evaluation applications, it will be 

necessary to make some form of adjustment to 

the data from the external data source to 

compensate for such shortcomings as incomplete 

population coverage, different target popu­

lations in comparison with the census, 

differences in reference periods, etc. 

The most comprehensive source of infor­

mation for evaluating a census on a direct­

~omparison basis is a population register, in 

ohich all changes in population resulting 

from births,deaths, and migration (internal 

and international) are recorded. In countries 

in which population registers are maintained, 

registration is usually undertaken for small 

geographic areas, making it possible to 

evaluate a census enumeration with a high 

degree of geographical detail. In addition, 

the detailed information collected in the 

register provides a basi: for a detailed 

evaluation of both the coverage of the census 

and the accuracy of the recorded characteris­

tics of the population. Unfortunately, only 

a few countries maintain complete population 

registers. 

A more commonly available source of 

information for census evaluation purposes is 

a vital registration system. A considerable 

number of census evaluations have been under­

taken in which the registered number of births 

in the months/years immediately preceding the 

census (adjusted for infant and child mor­

tality) have been used as a basis for assess­

ing census coverage of the population at the 

youngest ages (which are frequently under­

enumerated in both developed and developing 

countries). Birth and death registration 

data may also be used in conjunction with 

data from two successive censuses. In this 

application, the registered numbers of births 

and deaths during the intercensa1 period 

(adjusted for undercoverage as necessary and 

feasible) are added to or subtracted from 

the population enumerated in the first census 

to derive an expected population at the 

reference date of the census being evaluated 

(see section 6.3 in chapter 5 for further 

elaboration of this procedure). 

Data from baptism records have been 

used on occasion as a proxy for birth regis­

tration in a number of historical demographic 

studies. In cases where a large proportion 

of births are covered in such record systems, 

these may be used as a substitute for birth 

registration data in one or more of the 

procedures described above. In general, 

however, there appear to be relatively few 

instances of usable record systems of this 

type in contemporary developing countries. 

In countries in which the proportion of 

children and adolescents who are enrolled in 

school is high, school enrollment data can be 

used to evaluate census coverage of the school 

age population. A number of studies have been 

conducted in developing countries using such 

data for census evaluation purposes. In a 

recent study of the Soviet Union, for example, 

Anderson and Silver (1985) used pr:imary school 

enrollment data to evaluate the 1979 Soviet 

census. They concluded that these data 

~~~--------~---------
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provided a more appropriate standard for as­

sessing the completeness of coverage of 

Soviet censuses than birth registration data 

due to their higher degree of completeness. 

In addition to the problem of less than 

complete school records of children of school 

age, the use of school enrollment data for 

evaluating censuses is limited in many coun­

tries by factors such as variation in the 

quantity and quality of information c.ollected 

by type of school (public versus private, for 

example) and by geographical area, as well as 

by variations in the ages at which children 

enter and leave school. In some instances, 

however, it may be possible to overcome these 

problems for at least portions of a country 

(in urban areas, for example) and derive a 

useful standard for census evaluation purposes. 

In countries which have social security 

or similar old-age security systems in which 

a significant proportion of the population 

above a particular age (age 65, for example) 

is registered, these data can be used to 

evaluate the coverage of this segment of the 

population. The general evaluation approach 

is similar to that described above in connec­

tion with other registration systems,as are 

the major limitations. In actual practice, 

few registration systems are fully complete 

and thus some basis will usually be needed by 

which to adjust the registration data for 

under-registration of the target population 

and other incompatibilities with the census. 

The external sources of data cited above 

are illustrative of the types of registration 

data which may be utilized in evaluating the 

plausibility of census counts for the total 

or for selected subsets of the population on 

a direct comparison basis. Similar types of 

data not mentioned above which are available 

in particular cases may be used in the manner 

described a.bove provided that three essential 

conditions are met: (a) the registration/ 

statistical system is independent of the 

census; (b) the target population for the 

system is substantially the same as the 

population covered by the census, or an impor­

tant analytic subset of them; and (c) the 

system is either substantially complete or an 

approximate estimate of the degree of under­

or over-coverage is available. Where these 

conditions cannot be met, census evaluations 

must rely upon one or more methods described 

later in this chapter. 

Finally, in countries which have conducted 

one or more household sample surveys within a 

few years of the census, it may be possible to 

use the results of the survey(s) to assess, on 

a limited basis, the plausibility of the 

recorded distribution of the census population 

by selected characteristics. As noted in 

chapter 1, the rationale. for making such 

comparisons is that because of the greater 

degree of operational control that can normally 

be imposed over a survey activity in compari­

son with a census, survey data are often less 

seriously affected by nonsampling error. 

Balanced against this, however, is the fact 

that survey data are subject to sampling 

error, which in many cases limits the strength 

of the conclusions that can be derived from 

comparisons of survey and census data. Never­

theless, serious discrepancies between census 

and survey distributions for selected charac­

teristics are indicative of error in one or 

both sets of data whose cause(s) should be 

investigated. 

Both the utility of and some of the 

problems inherent in such comparisons for 

census evaluation pruposes is illustrated in 

figure 4-1, which shows the distribution of 

females aged 15 to 49 by current marital 

status from the 1971 Census of India and a 

na t io"nal fertility survey conduc ted in 1972 
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(adapted from Bhat et al., 1984). The two 

distributions are clearly inconsistent, par­

ticularly for the youngest and oldest age 

groups. In this particular case, further 

investigation suggested that the survey data 

were flawed by errors made by enumerators 

in selecting respondents for the survey (Bhat 

et a1., 1984). In other cases, it may be 

that the survey data will be found to be 

plausible, from which it would follow that 

the census data are defective. 

Figure 4-1. FEMALE MARITAL DISTRIBUTIONS FROM 
THE 1971 CENSUS AND 1972 FERTILITY SURVEY: 
ALL-INDIA 

Percent currently married 
Age 1972 ferti 1 ity group 1971 census 

survey 

15 to 19 years .. 55.4 41.1 
20 to 24 yea rs .. 88.4 83.7 
25 to 29 years .. 95.0 92.3 
30 to 34 years .. 94.1 90.3 
35 to 39 years .. 91.4 88.6 
40 to 44 years .. 84.2 86.7 
45 to 49 years .. 78.2 97.9 
10 years or 

older ......... 64.4 60.6 
Source: India (1977)3 reported in Bhat3 et. 

aZ. (1984). 

This general approach can be applied to 

any census characteristic for which comparable 

survey estimates are available. An extension 

of the basic approach would entail the com­

parison of estimates of demographic parameters 

(birth or death rates, for example) from 

census and survey sources. While such com­

parisons will not provide a basis for a 

comprehensive evaluation of a census, they 

often prove useful for identifying census 

characteristics in which errors are likely 

and, in some instances, these comparisons 

. Lovide clues as to the likely causes of the 

errors. 

2.2 Mdhod.6 ba..6e.d upon c.ompa!L1.6on with 
theo~etieal d1.6~ibution.6 

Methods under this heading take advantage 

of the fact that, due to biological and cul­

tural factors, the distribution of national 

populations w1-th respect to several important 

characteristics (age and sex, for example) 

follo,", well-known and fairly predictable 

patterns for deriving a standard against 

which the population enumerated in a>i:-.ensus 

can be compared. The age distribution of a 

population whose fertility has not changed 

abruptly and has been exposed to at most 

modest levels of international migration, for 

example, will normally follow a pattern of 

diminishing numbers of persons at each suc­

cessively older age. The distribution of 

such a population by sex will (in most cases) 

follow a pattern of an excess of males over 

females at younger ages, with gradually 

declining proportions of males at successively 

older ages. Accordingly, departures from 

these "expected" distributions which canno;t 

be explained on the basis of distorting 

factors signify the existence of errors in 

the census enumeration. 

One of the more basic tools for assessing 

the "reasonableness" of a census age-sex 

distribution entails the visual inspection of 

the census counts of population by age and 

sex using graphical techniques. In the 

absence of extraordinary events or other 

distorting factors such as wars, famines, 

etc., significant swings in fertility or 

mortality, and substantial levels of net 

international migration, the age-sex distri­

bution of the census population should 

resemble the well-known population pyramid 

(see figure 5-1 for ~n example of a population 

pyramid). The exact shape of the pyramid for 

any particular country is determined by the 

---- .~-.-~----------------------- --~~~-.-------. --_. 
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leve]s of fertility, mortality, and migration 

to which it has been exposed, and as such 

will vary somewhat from country to country. 

However, the regularities in the age and sex 

distributions of national populations noted 

above should neve~theless be apparent from 

the visual examination of the census age-sex 

distribution. Significant fluctuations in 

the size of the population enumerated at 

different ages and/or for the two sexes at 

any particular age which cannot be accounted 

for by one or more of the distorting facto.rs 

noted above are suggestive of errors in the 

census enume.ration. 

The utility of graphic analyses is 

enhanced somewhat when age-sex distributions 

from two or more censuses are available. The 

availability of such data. permit the compari­

son of the enumerated sizes of actual birth 

cohorts in successive censuses. If affected 

by mortality alone, the size of birth cohorts 

should decline systematically in each suc­

cessive census. Irregularities which cannot 

be explained on the basis of distorting 

factors are indicative of error in one or 

both censuses. A graphical cohort analysis 

is illustrated in figure 5-11. 

The "reasonableness" of a c·ensus age-sex 

distribution can be assessed in a more quanti­

tative fashion through the use of various 

ratios and indices. These provide numerical 

measures of the magnitude of departure of a 

recorded census age-sex distribution from the 

distribution which would be expected in the 

absence of census errors and other distorting 

factors. The ratios and indices convey 

essentially the same information as may be 

derived through visual inspection of the data, 

but may be more useful for analytic purposes 

due to their quantitative nature. 

The more widely used among these ratios 

are age- ~nd sex-ratios. Age ratios measure 

the "smoothness" of an age distribution over 

a restricted age range by means of comparison 

of the number of persons enumerated at 

successive ages. If determined by mortality 

alone, the number of persons at any given age 

should be approximately equal to the average 

of the number of persons at the two adjacent 

ages (the immediately higher and lower ages). 

To assess the quality of a census enumeration, 

age ratios as defined in equation (4.1) for 

5-year age groups would be calculated for 

each age group and compared to the expected 

ratio value of 100. Significant departures 

from the expected value are indicative either 

of census error or other distorting factors 

(or both). 

(4.1 ) AR s x 

Where: 

P 5 x-5 

P 
5 x+5 

p 
~ ______ ~s~x~ __________ x 100 
1 
"3 (lx-s + lx + P \ s x+S) 

The age ratio for the age group 
x to x+~ years 

The population enumerated in the 
age group x to x+4 years 

The population enumerated in the 
adjacent younger age group 
(x-5 . to x-lyear s) i 

The population enumerated in the 
adjacent older age group (x+5 to 
x+9 years) 

Sex ratios measure the composition of 

the population enumerated at a particular age 

with respect to sex. The sex ratio is defined 

as the number of males per 100 females at any 

given age x, equation (4.2). In populations 

which are relatively unaffected by interna­

tional migration, the expected pattern is for 

sex ratios to be in the 102 to 107 range at 

early ages due to a higher proportion of male 

births. The ratios gradually decline with 
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increasing age of the population due to higher 

male than female mortality in most (but not 

all) populations. Significant departures 

from this expected pattern which cannot be 

explained by distorting factors (sex-selective 

migration is a distorting factor which is 

frequently encountered) are suggestive either 

of coverage error for population aged x, age­

misreporting (content error), or both. 

The enumerated population 
of males at age x 

The enumerated population 
of females at age x 

x 100 

The use of age- and sex-ratios is illustrated 

in sec t ion 5. 1 . 

In addition to age- and sex-ratios, a 

number of summary indices have been developed 

which measure the magnitude of departures of 

an observed age-sex distribution from an 

expected distribution in the form of a single 

index value. Among the more widely-used of 

these are the United Nations Age-Sex Accuracy 

Index, Whipple's Index, and Myers' Blended 

Index. The United Nations Age-Sex Accuracy 

Index summarizes the results of age- and 

sex-ratio analyses into a single score which 

measures the overall level of distortion in 

an age-sex distribution (that is, across all 

ages). The Whipple's and Myers' indices, 

which require data tabulated by single years 

of age, measure the magnitude of a particular 

pattern of error in age distribution - the 

tendency for ages ending in particular digits 

(0 and 5, for example) to be reported dispro­

portionately and other ages to be avoided. 

This pattern of error, known as digit pre­

ference or age heaping, is found to some 

degree in all censuses (see section 5.1 for 

further discussion of the uses of these 

indices). Other indices are described in 

U.S. Bureau of the Census (1975). 

An alternative approach for deriving an 

"expected" age-sex distribution for census 

evaluation purposes is based upon the appli­

cation of stable population theory. A stable 

population is a population which has experi­

enced constant levels of fertility and 

mortality and no migration over a fairly long 

period of time (that is, two generations or 

more). Given a sufficient length of time, 

the age distribution of such a population 

will become constant (that is, the proportion 

of the population at each age x will be 

unchanging) and will be independent of the 

initial age distribution. 

The proportion of the population at each 

age in a stablt:! population may be obtained as: 

(4.3) c(x) = b t(x) exp (-rx) 

Where: 

c (x) the infinitesimal proportion of 
the population at exact age x 

b = the constant birth rate 

r the constant rate of natural 
increase 

lex) = the probability of survival from 
birth to age x 

The proportion of a stable population under 

'exact age y~ c (y) ~ may be expressed as: 

(4.4) cry) = f~ b t(x) exp (-rx)dx 

if w denotes the highest age attainable in 

the population, it follows that: 

(4.5) 
w 

JOb l(x) exp (-rx)dx = 1.0 

The practical utility of these relationship.s 

is that if two of the parameters, b~ r or 

lex), are known or can be estimated for an 

actual population which has experienced 

relatively constant fertility, negligible 

levels of migration, and constant or recently 

declining mortality, a stable age distribution 

can be derived for the population and used as 

a standard for census evaluation purposes. 



106 EVALUATING CENSUSES OF POPULATION AND HOUSING 

While no population is genuinely stable, this 

approach has proven to be qUite useful in 

some developing country settings, particularly 

in cases where only one census has been 

conducted. 

In countries which have experienced 

declining mortality over a significant number 

of years (a situation which exists in a number 

of countries), the direct application of 

stable population methods may not produce 

acceptable results. In such i.nstances, the 

basic stable population approach can never­

theless be used if information on length of 

time during which mortality has been declining 

and the approximate rate of decline is avail­

able. This information can be used to derive 

adjustments to the implied stable age dis­

tribution to reflect the effects of declining 

mortality on the basis of quasi-stable popu­

lation methods. The uses of stable and quasi­

stable population methods for census evalua­

tion purposes are described in section 5.2. 

Finally, it is frequently the case that 

insight into broad patterns of error in 

census data can be obtained through the 

examination of the degree of internal consis­

tency in the data. The basic premise behind 

this approach is that in order for a particu­

lar census item or characteristic to have 

been enumerated accurately, it should display 

plausible relationships with other character­

istics. For example, the observation of 

higher population densities in rural than in 

urban areas and higher proportions of rural 

than urban households reporting having 

electric lighting will, in most developing 

countries, indicate coverage and/or content 

problems in the census. 

Internal consistency may also be 

assessed through the examination of cross­

tabulations of selected census characteris­

tics. For example, one useful tabulation for 

assessing the plausibility of the recorded 

ages of young adults might be age by marital 

status. Under normal conditions, it would be 

expected that the proportion of persons who 

were "ever-married" would be very small at 

young ages and increase in a rather smooth 

progression over the age range in which 

marriage is culturally prescribed. Marked 

fluctuations and/or progression reversals 

across successive ages would be indicative 

of error in either the recorded ages or 

marital status. This approach may be applied 

in connection to any census characteristic 

whose relationship or association with age 

is fairly well known (f@r example, number of 

children ever born to females, duration of 

marriage, etc.). Applications of this 

approach to the evaluation of age reporting 

errors in sample surveys are described in 

Berggren et al. (1974), Ewbank (1981), and 

Goldman et al. (1979). 

2.3 Mcthod-6 oo.-6e.d upon. c.ompcuz)..6on. wUh a. 
ptteviou-6 c.en.-6u.-6 Oil. c.en.-6U-6e,6 

A third class of demographic census 

evaluation techniques consists of methods 

in which the population "expected" at the 

time of a particular census is derived on 

the basis of the population enumerated in a 

previous census .combined with information 

about one or more of the components of 

population change during the intercensal 

period. In the absence of independent data 

to assess directly the plausibility of 

census counts for one or more segments of 

the population, methods under this heading 

provide the primary basis for assessing 

census coverage error among the demographic 

methods described in this chapter. In view 

of the lack of data of sufficient quality to 

permit the direct evaluation of census 

results in many countries and the fact that 

many countries have now conducted at least 

their second census, one or more of these 
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methods are likely to provide the firmest 

basis for comprehensive census evaluation in 

a sizable number of developing countries. 

Evaluation methods based upon the 

analyses of successive censuses range from 

quite simple to relatively elaborate proce­

dures. Perhaps the simplest procedure 

involves the assessment of the plausibility 

of the rate of population growth implied by 

the total population enumerated in two suc­

cessive censuses. Given the total popula­

tions enumerated in two censuses (PO and P1 
respectively) taken t years apart, the implied I 
rate of population growth, r, may be derived 

by solving the following expression for r: 

(4.6) 

This formula assumes an exponential rate of 

growth. Other mathematical formulae, des­

cribed in U.S. Bureau of the Census (1975), 

can also be used. 

The implied rate of growth is used to 

evaluate the degree of coverage in the cen­

suses through the assessment of the plausi­

bility of the estimate. An implausibly low 

implied rate of growth would be suggestive 

of net underenumeration in the second census 

relative to the first, which could have 

resulted either from underenumeration in 

the second census, overenumeration in the 

first census, or both. An implausibly high 

implied rate of intercensal population growth 

would be suggestive of the opposite pattern 

of relative or differential error in the two 

censuses. 

If an independent estimate of the inter­

censal rate of population growth, r, is 

available (perhaps from vital statistics or 

a demographic survey conducted during the 

intercensal period), this estimate can be 

used in conjunction with equation (4.6) or 

similar mathematical function to derive an 

"expected" total population at the time of 

the second census against which to compare 

the population actually enumerated in the 

census. It should be noted that the compari­

son of the expected and enumerated census 

totals provides information on the mutual 

consistency of two census totals and the 

estimated rate of population growth, but not 

a direct estimate of the level of complete­

ness of either of the individual censuses. 

This is because the first census, like the 

second census being evaluated, is subject to 

error. Accordingly, any observed discrepancy 

between the "expected" and the enumerated 

population in the second census suggests the 

presence of error in one or both censuses (or 

in the estimate of the rate of growth). If 

the expected population at the time of the 

second census is greater than the enumerated 

population, a net undercount of. the second 

census relative to the first census is 

jndicated. In this case, the implication 

would be that the second census was less 

completely enumerated than the first. A 

larger enumerated than expected population 

would suggest the opposite interpretation. 

In countries in which vital registration 

systems are relatively complete or in which 

the degree of under-registration can be 

reliably estimated, the registered numbers of 

intercensal births, deaths, and international 

migrants (adjusted for under-registration, as 

required) may be used in conjunction with the 

population count from a previous census to 

derive an expected population at the time of 

a subsequent census. This approach makes use 

of the population balancing equation, which 

is essentially an accounting framework in 

which the number of births, E, and immigrants, 

I, are added to the population enumerated in 

the init ial census, while the number of 
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deaths, D, and emigrants, f, are subtracted 

from this population to derive the expected 

population at the time of the second census, 

as in equation (4.7)' 

(4.7) p P + B - D + I - ~ ± e 
1 0 

The residual term "e" in equation (4.7) is the 

quantity required to balance the equation. 

It provides an estimate of differential 

coverage error in the two censuses, although 

in actual practice errors in each of the com­

ponents of the equation contribute to the 

residual error. See section 6.3 of chapter 5 

for further information and an illustrative 

application of the balancing equation. 

In cases in which usable vital registra­

tion data are unavailable but estimates of the 

prevailing levels of fertility and mortality 

can be derived from a demographic surveyor 

from one or both censuses, estimated fertility 

and mortality rates may be used in conjunction 

with information on the size and composition 

of the population (by age and sex) at the time 

of a previous census to derive an expected 

population at the time of the second census. 

This approach, known as the cohort-component 

method, entails the "projection" of the first 

census population forward in time to the 

reference date of the second census on the 

basis of estimated schedules of fertility, 

mortality, and migration. 

More specifically, the method entails 

the separate estimation of the effects of 

each of the components of population change 

on the size and composition of the population 

enumerated in the first census. The effects 

of mortality on the size of age and sex 

cohorts enumerated in the first census are 

estimated by applying life-table survival 

rates to each cohort to derive an expected 

count of survivors at the time of the second 

census. Births during the intercensal period 

are estimated by applying assumed age-specific 

fertility rates to the projected numbers of 

females in the reproductive years (ages 15 to 

49) during the intercensal period and "sur­

vived," forward to the date of the second 

census on the basis of life-table survival 

probabilities. The effects of migration on 

the resulting size and distribution of the 

pepulation are estimated by introducing actual 

data on the number of net migrants classified 

by age and sex or on the basis of an assumed 

schedule of age- and sex-specific net migra­

tion rates applied to the cohort populations 

enumerated in the first census. 

The expected population derived in this 

manner is then compared with the population 

(by age and sex) enum~rated in the second 

census. If it is possible to adjust the 

population enumerated in the first census 

for net census error prior to the application 

of this method, the comparison of the expected 

and enumerated populations at the time of the 

second census will yield estimates of net 

census error in the second census. If such 

adjustments are not possible, the method will 

yield estimates of relative or differential 

error in the two censuses. 

Another approach which makes use of 

data from consecutive censuses involves the 

analysis of intercensal cohort survival rates. 

In the absence of census errors, the observed 

change in the size of each birth (age) cohort 

over the intercensal period should reflect 

the effects of mortality and migration alone. 

Accordingly, the observed ratio of the cohort 

population enumerated in the second census to 

that enumerated in the first census (the census 

cohort survival rate) should be consistent 

with that which would be considered "normal" 

under preva:1ling mortality and migration 

rates. In populations with negligible levels 

of net international migration, the observed 

intercensal cohort survival rates should 
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approximate life-table survival probabilities 

for the intercensal period. In populations 

in which the level of net migration is signi­

ficant, the "expected" survival probabilities 

must also take into account the volume and 

age-sex selectivity of migration. The degree 

to which the observed cohort survival rates 

deviate significantly from those expected on 

the basis of mortality and migration condi­

tions is indicative of the degree of 

inconsistency between the two censuses. 

Cohort survival rates may be used in a 

number of ways in census evaluation applica­

tions; The most direct application involves 

the assessment of the plausibility of the in­

tercensal cohort survival rates implied by 

successive census enumerations. A variant of 

this approach entails the calculation of the 

ratio of the observed cohort survival rate to 

a life-table survival rate assumed to be 

representative of mortality conditions in the 

intercensal period. In the absence of census 

error and distortions due to migration, this 

ratio should equal 1.0. Significant devia­

tions from this expected ratio which cannot 

be accounted for by migration signify the 

presence of error in one or both censuses. 

The uses of cohort survival techniques are 

described in further detail in section 6 

of chapte.r 5. 

The basic cohort survival rate approach 

has been extended to the estimation of age­

reporting errors in two or three successive 

censuses (Demeny and Shorter, 1968; 

Das Gupta, 1975; Ntozi, 1978). Under this 

approach, information on the size and dis­

tribution of the population by age and sex 

in two (or three) successive censuses is used 

in conjunction with estimated life-table sur­

vival probabilities to derive a set of cohort 

correction factors which would make the two 

(or three) censuses and the assumed 

schedule(s) of survival rates jOintly con­

sistent. The correction factors derived are 

interpretable as estimates of net error in 

each of the censuses. 

Finally, a method has been recently pro­

posed (Preston and Hill, 1980; Luther, 1983) 

which makes use of data from two consecutive 

censuses and either death registration data 

or an estimated life-table for the inter­

censal period to estimate the relative level 

of completeness of coverage in the two cen­

suses using ordinary least squares procedure. 

The method produces estimates of the correc­

tion factors for the two censuses which would 

be required to make the census counts and the 

recorded or estimated level of mortality 

during the intercensal period jointly consis­

tent. The ratio of the correction factors 

derived in this fashion represents an esti­

mate of differential completeness of coverage 

in the two censuses. This method is described 

in further detail in section 7 of chapter 5. 

3. TECHNIQUES FOR INVIRECT VEMOGRAPHIC 
ESTIMATION 

Several of the more powerful demographic 

techniques for census evaluation (those based 

upon analyses of successive censuses, in par­

ticular) require the availability of informa­

tion on one or more demographic parameters in 

the population under study. Unfortunately, in 

many countries the statistical systems which 

traditionally provide such information (vital 

and immigration registration systems) are not 

yet developed to the point where the registra­

tion data are sufficiently accurate to be used 

directly. 

The lack of usable direct data on 

fertility, mortality, and migration in many 

countries has led to the development of a set 

of statistical techniques which may be applied 

to incomplete and/or defective data of various 
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types in order to provide "indirect" esti­

mates of selected demographic parameters. 

The term indirect derives from the fact that 

such techniques produce estimates of demo­

graphic parameters on the basis of informa­

tion which, in many cases, is only indirectly 

related to their value. Among these are 

methods which use demographic models and 

partial information about actual populations 

to derive estimates of other (unknown) param­

eters, techniques which provide adjustments 

for recorded data based upon consistency 

checks between selected data items, and tech­

niques which use conventional data in uncon­

ventional ways (United Nations, 1983:2). In 

many countries, these tecbniques provide the 

primary basis for the estimation of demo­

graphic parameters and, as such, are likely 

to play an integral role in the census 

evaluation process. 

This section summarizes how various 

types of'census, survey, and registration 

data may be used in conjunction with one or 

more techniques of indirect estimation to 

derive estimates of basic demographic param­

eters. The purpose of presenting this ma­

terial is to establish a link between dif­

ferent types of data, methods, and output 

(that is, estimates of fertility, mortality, 

and migration parameters). The reader is 

referred to United Nations (1983) and U.s. 

Bureau of the Census (1975) for more detailed 

descriptions (including assumptions and limi­

tations of the methods described) and illus­

trative applications of these methods. 

3. 1 FeJz.:t:A.LUy eJ.I:U.matiOYL 

Techniques for the indirect estimation 

of fertility parameters may be categorized 

into three groups: (a) methods based upon 

census or survey information on the number 

of children ever born to women above the 

minimum age of childbearing, (b) stable 

population methods, and (c) methods based 

upon the "reverse-survival" of the population 

enumerated in a census. 

Methods in the first group make use of 

responses to census or survey questions on 

the number of children ever born to women 

above the minimum age of childbearing (usually 

age 15) and an additional piece of informa­

tion (which varies by method) to derive esti­

mates of period and cumulative fertility rates. 

In the original procedure (Brass, 1964; see 

also Mortara, 1949) the reported cumulative 

fertility schedule in a census or survey is 

compared with a schedule of age-specific fer­

tility estimated from census and/or survey 

questions on the number of live births during 

a specified period preceding the census or 

survey (usually 12 months) to derive adjusted 

age-specific and cumulative fertility sched­

ules. The adjustments are derived based upon 

observation that certain features of the im­

plied fertility schedules tend to be reported 

fairly accurately and may thus be used to 

adjust the remainder of the fertility sched­

ules. In essence, the basic Brass procedure 

accepts as accurate the reported cumulative 

fertility of young women (ages 20 to 30 or 

35) and uses this level of fertility to adjust 

the cumulative fertility level implied by the 

reported births in the previous period, which 

is assumed to represent fairly closely the 

actual shape of the period fertility schedule 

but not necessarily its level. 

Subsequently, a number of alternative 

procedures have been developed using data for 

children ever born in an attempt to overcome 

some of the remaining weaknesses in the orig­

inal method. Among these are (a) a variant 

based upon the comparison of cumulated "first­

birth" fertility rates and the reported (in a 

census or survey) proportion of women in each 

age group reporting having borne at least one 
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child; (b) a variant based on the comparison 

of the number of births registered by a cohort 

of women with the reported average parity of 

women in the same cohort in a surveyor 

census; (c). a version based on the compari­

son ef cohort fertility registered between 

two censuses with cehort parity increments 

between two. censuses; (d) a method which 

measures peried fertility based on cohort 

parity increments between two. surveys (cf. 

Arriaga, 1983); and (e) a variant of the 

basic Brass age medel based upon children 

ever born frem survey er census data tabula­

ted by the duration ef marriage ef the women 

reporting, which is thought to. be reported 

mere accurately than age in some settings. 

Thus, depending upon the types of 

fertility infermatien available and the 

extent to which certain assumptions regarding 

changes in fertility levels and types of 

errors in the data can be justified, the 

availability of basic surveyor census infor­

matien on the number of children ever bern to 

wemen ef reproductive age may be used in 

conjunction with several indirect estimatien 

techniques to provide estimates of the level 

and age structure ef fertility at a reference 

peint clo.se to a census date for use in 

census evaluation. 

A secend appreach for the indirect esti­

mation of fertility entails the use of stable 

population methods. As described in section 

2, a pepulatien which has been exposed to 

approximately constant fertility and mortality 

and negligible net migration will, ever a 

sufficiently leng period of time, acquire a 

constant age distribution which is determined 

by the fertility and mortality rates to which 

it has been exposed. Accordingly, for the 

purposes of fertility estimation in a popula­

tion which has been approximately stable, the 

age distribution from a current or previeus 

census and an estimate of the rate of growth 

in the level of mortality in the pepulation 

may,be used to identify a model stable popula­

tion which corresponds to. two of the ebserved 

parameters in the populatien under study. 

(See United Nations, 1983, for a description 

oaf the various systems of model stable popula­

tions which are available for this purpose.) 

The level and age structure of fertility in 

the model stable populatien so identified may 

then be used as an estimate of the prevailing 

fertility regime in the population under 

study. In cases where mortality has been 

declining, quasi-stable population methods 

may be applied to derive apprepriately 

adjusted estimates of fertility. 

The third type of technique for indirect 

estimation ef fertility consists of methods 

in which the number of children at any given 

age x enumerated in a census or survey, who 

represent the survivors of the births oc­

curring x years prior to the census er survey, 

are "reverse-survived" on the basis of an 

assumed or estimated level of mertality to 

derive an estimate of the total number of 

births x years prior to the census er survey. 

This estimate is used as the numerater in any 

one of several fertility measures whose de­

nominators are derived by reverse-surviving 

the total er seme portion of the population 

(for example, females of childbearing age) to 

estimate the average population "at risk." 

In the most direct application of the 

approach, the population enumerated in 5-

year age groups is reverse-survived 5 or 10 

years prior to the date of data. collection on 

the basis of life-table survival probabili­

ties. The resulting estimate of the number of 

births during each 5-year period prior to 

the census or survey is then used in con­

junction with the estimated average popula­

tion (either the total population or the 



112 EVALUATING CENSUSES OF POPULATION AND HOUSING 

number of women in each age group in the 

reproductive years) to derive estimates of 

crude birth rates. 

A more detailed variant of this procedure 

involves the reverse-survival of the enumera­

ted number of children and their mothers clas­

sified by single years of age back in time 

over a period of 10 or 15 years. Children 

are linked to their mothers on the basis of 

information on "relationship to head of house­

hold" typically included in census and survey 

household rosters. Conceptually, the "own­

children" procedure is similar to that 

described above, but due to the more detailed 

nature of the required data, produces more 

detailed estimates (for example, age-specific 

fertility rates by single years of women). In 

actual practice, the own-children method is 

usually employed to derive estimates of age­

specific fertility rates, with the basic 

reverse-survival procedure described above 

used to estimate crude birth rates (both of 

which provide useful information for census 

evaluation purposes). 

For census evaluation purposes, fertility 

estimates derived on the basis of any of the 

approaches described above may be used in 

developing an expected population against 

which to compare an enumerated census popula­

tion. Caution is advised, however, when using 

the results of the census under evaluation to 

derive estimates of fertility parameters. 

The reason for this is that the use of methods 

which are dependent upon aspects of the census 

which are to be evaluated will produce evalua­

tion results which are biased to some extent. 

For example, if children aged 0 to 4 years are 

underenumerated in tl.e census (which is quite 

frequently the case) and reverse-survival 

techniques are used to estimate the number of 

births during the 5 years prior to the census, 

the resulting fertility estimate will be 

biased downward. When this estimate is used 

to derive an expected count of persons aged 

o to 4 years at the time of the census, this 

expected population will be biased downward, 

as will the resulting estimate of census 

coverage error for this segment of the popula­

tion. 

Generally speaking, fertility estimates 

based upon children ever born data are pre­

ferable to those based upon reverse-survival 

methods for census evaluation purposes since 

the former tends to be less directly biased by 

errors in the census. While stable population 

methods are dependent upon the age distribu­

tion of the population recorded in the census 

(where this parameter is used to select a model 

stable population), the process of cumulation 

of the age distribution tends, at least 

partially, to dampen the biases in the esti­

mates resulting from age misreporting or age­

specific coverage errors. Similarly, while 

fertility estimates derived on the basis of 

analyses of census data for children ever born 

are clearly affected by errors in the census 

(coverage errors and age misreporting), the 

resulting estimates are usually less biased by 

these errors (unless the errors are correlated 

with fertility). Estimates from data for 

children ever born collected in a sample survey 

are even less dependent upon errors in the 

census and are generally less affected by non­

sampling error, although subject to different 

types of errors (sampling error, for example). 

The basic point is that for census eval­

uation purposes, the estimates of fertility 

levels used in developing an "expected" census 

population should be as independent of the 

census under evaluation as possible. 

For descriptive purposes, techniques for 

the indirect estimation of mortality may be 

------------~------------------------~.----
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~ivided into three groups: (a) methods for 

the estimation of child mortality, (b) methods 

for the estimation of adult mortality, and (c) 

methods which produce estimates of the over­

all level of mortality (that is, both child 

and adult mortality). The methods in the 

first group, those producing estimates of 

infant/child mortality, derive from the method 

developed by Brass (1964) using census or 

survey information on numbers of children 

ever born by women of childbearing age 

(described in section 4.31) and numbers of 

children surviving. The basic procedure 

transforms the ratio of the number of sur­

viving children to the total number of 

children ever born for women in each 5-year 

age category into a life-table measure of the 

probability of survival from birth to the 

average age of children in each 5-year age 

category of women. These estimates are ad­

justed, depending upon the fertility pattern, 

to yield estimates of the probability of 

dying from birth to the conventional ages 1, 

2, 3, 5, 10, and 20. These values also 

provide a basis for estimating the reference 

point for each of the estimated l(x) param­

eters assuming that mortality has been con­

stant or has declined in a linear fashion 

(cf. Feeney, 1980). 

subsequently, a variety of modifications 

to and extensions of the basic method have 

been proposed. Sullivan (1972) and Trussell 

(1975) have developed alternative sets of ad­

justment multipliers to increase the flexi­

bility of the method under differing fer­

tility conditions. Extensions of the basic 

method include the development of a duration 

of marriage-based version of the Brass age 

model, the application of the basic method 

to data from two survey~ to obtain an esti­

mate of inter-survey child mortality, and a 

variant in which the fertility experiences 

of "true" cohorts are used to adjust the 

model-based adjustment multipliers used in 
the basic version of the method. 

Recently, a method based upon data col­

lected from women attending a medical/health 

center to bear a child regarding the survival 

of the previous child has been tested in 

several Latin American countries (see Pujol, 

1985). This method uses information which 

can be quickly and inexpensively collected to 

provide an estimate of child mortality between 

the birth of the previous child and the date 

of birth of the newborn child (an average 

duration of about 30 months in high fertility 

societies) • 

Several approaches have been developed 

for the indirect estimation of adult mortal­

ity. One approach is based upon census or 

survey information on the orphanhood status 

of all persons interviewed (cf. Brass and 

Hill, 1973; Blacker, 1977). Under this ap­

proach, information on the proportion of re­

spondents whose mother or father had died 

prior to the date of data collection is com­

bined with information on the average age of 

childbearing women in the population to pro­

duce estimates of the probability of parental 

survival from the time of birth of respondents 

over a period of time equal to the respondent's 

age. These estimates are transformed into sur­

vival probabilities for conventional ages (for 

example, from ages 25 to 35, 40, 45, ... , 85) • 

Because the method is based upon the mortality 

experience of the portion of the population who 

survived to bear children, the resulting esti­

mates are conditional probabilities based upon 

survival to the mean age of childbearing. The 

method may be applied either to the estimation 

of female adult mortality (the maternal orphan­

hood method) based upon the survival status of 

the respondents mother or male adult mortality 

(the paternal orphanhood method) based upon 

similar information regarding the survival 

status of fathers. 
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A similar approach uses census or survey 

information on the survival status of first 

spouses to estimate adult survival probabil­

ities (Hill, 1977). In the "widowhood" method, 

proportions of ' ever-married persons whose 

first spouse was still living at the time of 

data collection is used in conjunction with 

the information on mean age at first marriage 

(estimated by the singulate mean age at mar­

riage - SMAM) to derive estimates of condi­

tional survival probabilities for spouses from 

marriage to the date of the census or survey. 

These are then transformed into probabilities 

of survival from a reference age (age 20, for 

example, to ages 25, 30, 35, ••. , 60) in much 

the same way as in the orphanhood method. 

Estimates for males are obtained based upon 

the reports of spousal survival status of 

female respondents, while estimates for females 

are derived on the basis of reports of male 

respondents. 

Brass (1984) has recently shown that 

other estimates of adult mortality can be 

obtained from deductions regarding maternal 

survival even in the absence of direct infor­

mation concerning survivorship. The method 

uses the excess of children recorded in a 

census over those reported by mothers as 

surviving to estimate the number of children 

whose mothers have died. 

In general, the widowhood method is 

thought to produce more reliable estimates 

than the orphanhood method largely because 

it avoids some of the potentially serious 

biases associated with the orphanhood method 

(cf. United Nations, 1983:110). 

An alternative approach for the esti­

mation of adult mortality derives from the 

work of Brass (1975) and Preston et al. 

(1980). The two variants of this method are 

based upon the fact that in a stable popula­

tion the rate of entry into the population 

aged x and above is equal to the rate of 

departure through death plus the stable pop­

ulation'growth rate (which is the same for 

all values of x). The original Brass 

Growth Balance Method makes use of this 

relationship in developing a mathematical 

model from which the underreporting of 

deaths either in vital registration data or 

in survey reports on the number of deaths in 

the previous 12 months may be estimated 

by means of comparison with the age distri­

bution of the population as recorded in a 

census. The basic method compares the age 

distribution of reported deaths with the age 

distribution of the population which is exposed 

to the underlying mortality regime to derive 

an estimate of the extent of underreporting of 

deaths. The resulting estimate may then be 

used to adjust the reported mortality data. 

The method proposed by Preston et al. attempts 

to increase the robustness of the Brass method 

in destabilized situations. 

A third approach for the estimation of 

adult mortality uses the age and sex distribu­

tions from two successive census enumerations 

to derive estimates of the level of mortality 

during the intercensal period. The rationale 

for this approach is quite straightforward. 

In a population closed to migration in which 

two censuses have been taken i years apart, 

the population aged x + i years at the time 

of the second census represents the "survivors" 

of the population aged x at the time of the 

first census. Accordingly, the probability of 

survival over the intercensal period at each 

initial age x may be estimated from the sur­

vival ratios implied by the two census age-sex 

distributions (assuming of course, accurate 

census enumerations). 

The basic logic of this approach may be 

applied in a number of ways to estimate dif­

ferent mortality parameters. In the most 
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direct application, implied cohort survival 

rates are compared with (smoothed by) model 

life table survival rates using the Coa1e­

Demeny or other system of model life tables 

(see United Nations, 1983, for a description 

of the available systems of model life tables) 

to identify a level of mortality which is the 

most consistent with the implied census sur­

vival rates. The resulting "best" estimate 

of the mortality level may then be used to 

derive a full life table corresponding to the 

intercensa1 period. 

When information on intercensa1 cohort 

deaths is available either from vital regis­

tration data or retrospective surveys, this 

information can be utilized along with popula­

tion counts by age and sex from two successive 

censuses to derive estimates of both the 

extent of underreporting of deaths and dif­

ferential coverage in the two censuses. The 

basic procedure entails the comparison of the 

observed census cohort survival rates be­

tween the two censuses with those expected 

on the basis of reported/registered deaths 

and the consistent adjustment of the census and 

mortality data. The application of this 

approach to census evaluation is described 

in greater detail in section 7 of chapter 5. 

A third variant of the basic approach 

entails the use of the intercensal cohort 

growth rates implied by two successive 

censuses in a population that has been ap­

proximately stable to convert the average age 

distribution from the two censuses into the 

equivalent of a stationary population (5L
x) 

life-table function from which various mor­

tality parameters may be derived (Bennett 

and Horiuchi, 1981; Preston et al., 1980). 

While similar conceptually to the first 

variant described above, this variant uses 

the basic required data in an innovative 

manner to derive an estimate of expectation 

of life for the average intercensa1 popula­

tion from which a full life table may be 

derived. This method recently has been ex­

tended to the case of destabilized populations 

given information on net migration rates 

(see Preston and Coale, 1982; Bennett and 

Horiuchi, 1984). 

Finally, stable and quasi-stable popula­

tion methods, as described above in connection 

with the estimation of fertility parameters, 

may be applied in the estimation of an overall 

level of mortality given the age-sex distri­

bution from a census and an estimate of either 

the growth rate or the level of fertility in 

the population. In the case of mortality 

estimation, a model stable population would 

be selected on the basis of the recorded 

census age distribution and either the esti­

mated growth rate or fertility level in the 

population and the mortality level implied 

by the two observed parameters accepted as an 

estimate of the overall level of mortality in 

the population under study. Under conditions 

of declining mortality, quasi-stable popula­

tion adjustments may be applied if the length 

of time during and the rate at which mortality 

has been declining can be approximated. 

Estimates of child and adult mortality 

derived on the basis of the methods described 

above may be combined into a consistent set 

of life-table survival probabilities following 

procedures described in United Nations 

(1983:147-155) . 

The caution noted in connection with 

fertility estimation regarding the need for 

the estimate(s) to be as independent as pos­

sible of the census under evaluation also 

applies to estimates of mortality. In the 

case of mortality estimation, estimates based 

upon the comparison of successive censuses 

are the least preferred because of their full 
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reliance on the population count in the cen­

'sus being evaluated. While the estimates 

from other methods based upon the data from 

the census under evaluation also will be influ­

enced by the quality of the census enumeration, 

the degree of dependency is generally lower. 

3.3 Mi9~on ~tim~on 

In the absence of usable statistics from 

border control systems, passenger counts, 

passport/visa application counts, etc., the 

estimation of international migration must 

depend upon census and survey data. Useful 

information for estimation purposes may be 

derived from responses to questions frequently 

included in censuses and household surveys, 

such as place (country) of birth, residence 

at a fixed prior date, duration of residence 

(in the country), period of immigration, and 

naturalization (citizenship) status. Infor­

mation also may be derived from census or 

survey counts of nationals abroad and/or 

migration statistics of other countries. 

Several approaches are available for 

utilizing census and survey information to 

estimate the volume of net migration during 

the period between two censuses or surveys. 

Separate estimates for immigration and emi­

gration are generally not possible on the 

basis of census or survey data. 

One ba£ic approach makes use of the pop­

ulation balancing equation (see sections 5.3 

and 6.3 of chapter 5) to provide an estimate 

of the volume of net migration. In the 

absence of census errors, the population 

enumerated at the time of a particular census 

will be equal to the population enumerated 

in a previous census plus the number of inter­

censal births minus the number of intercensal 

deaths plus or minus the number of intercensal 

migrants. Hence, if the numbers of inter­

censal births and deaths are known or can be 

estimated, these figures may be used in 

conjunction with the two census counts to 

estimate the number of net intercensal migrants 

as a residual in the balancing equation. 

For census evaluation purposes, the esti­

mates of migration obtained through this pro­

cedure will not be particularly useful because 

some portion of the residual estimate of migra­

tion will consist of differential coverage 

errors in the two censuses. As a result, the 

use of such migration estimates for census 

evaluation will produce biased estimates of 

net census coverage error. 

Related methods based on data from two 

censuses may, however, prove useful for 

evaluation purposes. In countries where a 

large proportion of the net movement of pop­

ulation consists of movement of foreign-born 

persons, an estimate of net in-migration for 

an intercensal period may be obtained through 

the comparison of counts of foreign-born per­

sons (ideally by age and sex) in' successive 

censuses. Under this approach, the change in 

the size of the foreign-born population 

between two census dates which cannot be ac­

counted for by mortality is used as an esti­

mate of net migration between the two censuses. 

If the population of foreign-born persons 

enumerated in the second census 'exceeds that 

expected on the basis of the count enumerated 

in the first census and the prevailing level 

of mortality (introduced operationally in 

terms of life-table survival probabilities), 

net intercensal immigration would be inferred. 

A deficit of the enumerated foreign-born popu­

lation in comparison with the expected count 

\vould imply net emigration during the inter­

censal period. Census counts of the population 

by citizenship may be used in a similar manner, 

but an adjustment for the depletion of the num­

ber of non-citizens due to naturalization dur­

ing the intercensal period will be required. 
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In countries where the major portion of 

international migration consists of movement 

of nationals (native-born persons), the same 

approach may be applied to counts of nationals 

residing abroad in two censuses to derive an 

estimate of the net intercensal migration of 

nationals. In this case, a surplus of the 

enumerated population of nationals residing 

abroad in the second census over that expected 

on the basis of the count in the first census 

and the estimated level of intercensal mor­

tality for this population would be indicative 

of net emigration from the country under study 

during the intercensal period, while a deficit 

of the enumerated to the expected population 

of nationals residing abroad would indicate 

net intercensal immigration. 

In situations where there is significant 

movement of both nationals and foreign-born 

population, the separate estimates of net 

intercensal migration derived as described 

above may be combined into a single estimate 

for the intercensal period. The use of this 

approach assumes the appropriate questions 

have been included in both censuses. 

It should be noted that these estimates 

are subject to the same limitations noted 

above in connection with the population 

balancing equation, namely that the resulting 

estimates of migration will be affected to 

some extent by differential levels of coverage 

and content error in the two censuses. How­

ever, since the numbers of persons involved 

in the estimation procedure are substan­

tially smaller than the residual method 

based upon the entire population, the 

resulting bias will often have a proportionally 

small effect on the resulting estimates of 

census error. 

Census or survey questions on place of 

residence at a fixed prior date, for example 

5 or 10 years prior to the census or survey, 

---------------- -------------------

and period of immigration may be used in a 

more direct fashion to estimate the level of 

immigration in specified periods preceding the 

census or survey. However, these data suffer 

from several methodological difficulties. 

First and foremost among these is that the 

respondents interviewed represent the "sur­

vivors" of the stream of in-migrants and not 

the actual numbers. Immigrants who had died 

or had emigrated prior to the date of data 

collection are missed in these data, and thus 

bias the resulting estimate of immigration. 

While the mortality bias may be minimized by 

"reverse-surviving" the enumerated population 

of immigrants over appropriate periods depend­

ing upon the reference periods used in the 

census or survey questions, the problem of 

subsequent emigration prior to the date of 

data collection remains. Further, these types 

of data provide no basis for measuring the 

movement of nationals. In summary, while 

such data provides some information on 

migration in various periods prior to a census 

or survey, it should be used with great caution 

for census evaluation purposes. 

In some cases, usable data on emigration 

from a country may be derived from immigration 

statistics or censuses or surveys of other 

countries. Where the data may be assumed to 

be reasonably accurate, statistics on numbers 

of immigrants and emigrants of another country 

may be used directly as a substitute for such 

data 'in the country under study. Due to the 

generally low quality of such data, however, 

adjustments for suspected biases are usually 

required. Data from one or two censuses 

or surveys in another country may be used 

in the manner described above, assuming 

that the data are published or otherwise 

available in a form that indicates the flow 

of population between the country of interest 

and the country for which the data are 

available. 

---- ---~--------- ------~ ------,~.~---------. 
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Several countries have attempted to 

measure emigration of nationals by including 

questions on relatives residing abroad in 

censuses and surveys. To date, however, the 

results of this approach have been for the 

most part disappointing. The maj or methodo­

logical problems encountered under this 

approach involve duplicate reporting of 

individuals migrating from households in 

which one or more persons remain behind and 

undercover age of cases in which the entire 

household has migrated. 

Finally, migration researchers have 

recently begun to explore the possibilities 

of using network (multiplicity) sampling tech­

niques in survey efforts to estimate the vol­

ume of migration within specified periods 

(Goldstein and Goldstein, 1981). Under this 

approach, respondents who are "captured" in 

the survey sample are asked to report on the 

movement of persons with whom they are 

acquainted (cf. Sirken, 1970 and 1972). While 

there are several methodological problems 

inherent in this approach which must be 

minimized to the extent feasible, the approach 

has considerable potential, particularly in 

cases where alternative sources of information 

are not available. 
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Chapter 5. APPLICATION OF SELECTED DEMOGRAPHIC 

TECHN IQUES FOR CENSUS EVALUATION 

1 • I NTROVUCTI ON 

This chapter describes and provides 

illustrative example applications of some of 

the more useful demographic techniques for 

census evaluation in developing country set­

tings. The chapter begins with a description 

of basic graphical techniques for the visual 

inspection of census age and sex distributions. 

The application of stable population theory to 

the evaluation of census age and sex distri­

butions is described next. Following this 

discussion, four evaluation approaches based 

upon the comparison of data from successive 

censuses are illustrated. The first of these 

uses registered numbers of births, deaths, and 

net migrants for the period between the two 

censuses to derive an "expected" population 

at the time of the second census which is used 

as a "standard" for evaluation purposes. The 

second method is based upon the use of esti­

mates of fertility, mortality, and migration 

to project the population enumerated in the 

first census to the date of the second census. 

This projected population is used as a stand­

ard against which to evaluate the second cen­

sus. The third approach involves the assess­

ment of the plausibility of the two census 

age distributions through the examination of 

implied intercensal cohort survival rates. 

The final approach considered uses regression 

procedures to estimate the coverage "correc­

tion" factors for the two censuses which 

would be required to make the two census 

counts (by age) mutually consistent with each 

other and the underlying level of mortality 

in the intercensal period. The ratio of these 

correction factors represents an estimate of 

relative completeness of coverage in the two 

censuses. 

With the exception of the first approach 

considered (graphical analyses), the presenta­

tion of each method is arranged in the follow­

ing fashion: (a) a discussion of the basis or 

rationale of the met~od; (b) the data required 

for its application; (c) the step-by-step com­

putational procedures involved; (d) one or 

more examples of the application of the method; 

and (e) a discussion of the uses and limita­

tions of the method. 

Because of the difficulties involved in 

obtaining separate estimates of coverage and 

content error using these techniques, no at­

tempt was made to organize the chapter around 

the measurement objectives of the methods 

described. Instead, the utility of each 

method for measuring coverage and content 

error is indicated in the discussion of the 

method and, where possible, illustrated in 

the example application of the method. 

Z. ANALYSES OF AGE-SEX VISTRIBUTI0NS 

Evaluation of the "reasonableness"of the 

distribution of the population enumerated in 

a census by age and sex can provide consider­

able insight into the quality of the census 

enumeration. The reason for this is that the 

age and sex distribution of a population, which 

is determined by the levels of fertility, mor­

tality, and international migration to w.hich 

the population has been exposed, follows a 

well-known and fairly predictable pattern (in 

the absence of error in the data). Accordingly, 

significant discrepancies in a census age-sex 
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distribution which cannot be accounted for by 

extraordinary events (wars, famines, etc.) or 

other distorting factors (significant levels 

of age- or sex-selective international migra­

tion or abrupt changes in fertility/mortality 

levels, for example) are usually indicative of 

census errors. 

Detailed evaluation of age-sex distribu­

tions can be undertaken in the absence of any 

other information. However, an important limi­

tation of such analyses is that it is often 

difficult to determine the sources of observed 

discrepancies in the data. Nevertheless, be­

cause errors in census age-sex data tend to 

follow fairly common patterns whose sources 

are known from previous research, it is often 

possible to conclude with a fairly high degree 

of confidence that either census errors or 

other distorting factors were primarily re­

sponsible for observed distortions in various 

segments of the distributions (although it is 

less frequently the case that direct numerical 

estimates of coverage and content error rates 

can be derived). 

In this section, several approaches for 

assessing the quality of census age and sex 

data are described. First, the uses of age­

sex pyramids and related graphical techniques 

to visually inspect the data are described. 

Second, a somewhat more quantitative approach 

based upon the analysis of age- and sex-ratios 

is illustrated. The uses of selected indices 

of overall accuracy and of the magnitude of 

particular patterns of error, "age heaping," 

are then summarized. The section concludes 

with a discussion of the practical uses and 

limitations of these methods. 

One of the more basic procedures for 

assessing the quality of census data on age 

and sex is to visually examine the data using 

graphical techniques. Perhaps the most widely­

used among these is the use of the population 

pyramid, which displays the size of the popu­

lation enumerated in each age group (or cohort) 

by sex. In a population which has experienced 

relatively constant levels of fertility and 

mortality and at most modest levels of migra­

tion, this display takes the form of a pyramid. 

The wideness of the base of the pyramid is de­

termined by the level of fertility in the popu­

lation, while the rapidity at which the pyramid 

converges to its peak is a function of previous 

levels of mortality and fertility. 

The population distribution enumerated 

in the 1950 Census of Japan (figure 5-1) il­

lustrates the typical shape of a population 

age pyramid (shown in 5-year age groups) in 

a population with relatively high levels of 

fertility and mortality and negligible mi­

gration and in which the census enumeration 

is of relatively high quality. The major 

distortion in the pyramid for Japan, the 

deficit of males aged 25 to 39, is the 

result of war casualties. 

The effects of declining fertility 

and mortality on the age distribution may 

be observed by comparing figure 5-1 with 

figure 5-2, which shows the age distribution 

of the 1980 census population of Japan. The 

narrower base of the pyramid in the 1980 

census reflects the rapid decline in fer­

tility which took place during the last 30 

year period. The irregular sizes of the 

cohorts under the age of 15 are largely the 

result of distortions among older cohorts 

in the Japanese population caused initially 

by war, known as an "echo" effect. Over 

the course of several generations these 

irregularities will be diminished and a 

smooth pyramid with a narrower base than 

that shown in figure 5-1 will eventually 

evolve (assuming, of course, that no 
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Figure 5-1. CENSUS POPULATION OF JAPAN BY AGE AND SEX, 1950 

Age 

85 and over 
80 to 84 

75 to 79 Female 
70 to 74 

65 to 69 
60 to 64 

55 to 59 
50 to 54 

45 to 49 
40 to 44 

35 to 39 
30 to 34 
25 to 29 

20 to 24 
15 to 19 

10 to 14 

5 to 9 
under 5 

6 5 4 3 2 0 0 2 3 4 5 6 

Population (millions) 

Source: Japan Statistios Bureau, 1982, 1980 Population Census of Japan, Volume 3, Results of 
the First Basic Complete Tabulation, Part 1, Whole Japan, Table 3. 
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Figure 5-2. CENSUS POPUIATION OF JAPAN BY AGE AND SEX, 1980 
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Source: Japan Statistics Bureau, 1982, 1980 Population Census of Japan, Volume 2, Results of 
the First Basic Complete Tabulation, Part 1, Whole Japan, Table 2. 
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extraordinary event or further major swings 

in fertility or mortality levels occur). 

In contrast with the case of Japan, where 

the irregularities in the population pyramid 

can be attributed largely to declining fer­

tility levels and periods of high mortality 

associated with war, the causes of the irregu­

larities in the 1975 de facto census popula­

tion of Yemen (figure 5-3) are less clear. 

While some portion of the deficit of popula­

tion (particularly among males) ages 15 to 35 

is likely attributable to labor migration to 

other middle eastern countries, some of the 

other distortions in the distribution are 

likely the result of census error. The defi­

cit of children under 5 years of age, for 

example, suggest that young children may have 

been underenumerated and/or transferred into 

the 5 to 9 age category through age reporting 

errors. However, the possibility that the 

deficit of young children reflects the rela­

tively small size of the cohorts in the peak 

fertility years (ages 20 to 24) cannot be 

dismissed solely on the basis of figure 5-3. 

In actual practice, additional investi­

gation would be required to assess whether 

the size of the enumerated cohort of young 

children is consistent with the size of the 

enumerated population in the childbearing 

years (ages 15 to 49) and estimates of the 

current levels of fertility and infant 

mortality in Yemen. (See section 5.4 for 

further discussion of this procedure.) In­

sight into this issue also can be gained 

through the examination of the census data 

tabulated by single years. of age (presented 

later in this section). 

While the interpretation of the small 

size of the cohort of children under 5 years 

of age is unclear solely on the basis of 

figure 5-3, the irregular sizes of both male 

and female cohorts above age 45 is very likely 

to indicate the presence of error in the data. 

Because the pattern of alternating excesses 

and deficits among successively older cohorts, 

age misreporting (content error) would seem 

likely to be the major source of error in this 

segment of the population. 

The age-sex data from the 1975 census of 

Yemen will be used throughout this section to 

illustrate the various techniques discussed. 

For comparative purposes, data from the 1980 

census of Argentina (see figure 5-4) also will 

be used. As indicated in figure 5-4, the age 

pyramid from the Argent~.na census conforms 

more closely to a smooth distribution, although 

some irregularities are evident. The actual 

data used to develop these pyramids are pre­

sented in figures 5-5 and 5-6 to permit the 

reader to follow the computational procedures 

involved for the graphical and numerical tech­

niques covered in this section. 

An examination of the data by single 

years of age provides a closer look at the 

patterns of error suggested by the age pyra­

mids based upon 5-year grouped data (see 

figures 5-7 and 5-8). The Yemen data shown 

in figure 5-7 suggest rather strongly, as was 

suggested by figure 5-3, that young children 

(under age 2) were underenumerated in the cen­

sus and that t·he magnitude of age reporting 

errors among adults is significant. The 

particular form of age error illustrated in 

figure 5-7, a tendency for respondents to re­

port ages ending in particular digits (often 0 

and 5, as in the case of Yemen), is know as 

digit preference or age heaping and is usually 

observed to some degree in most censuses. A 

less pronounced degree of heaping on ages end­

ing in the digits 0 and 5 also is apparent in 

the Argentine census (figure 5-8). Otherwise, 

the recorded age distribution of the population 

enumerated in the Argentine census reveals only 

minor irregularities. The major uncertainty 

here might be the somewhat smaller size of the 

5 to 9 and 10 to 14 age ranges in comparison 

- ---._-- -----
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Figure 5-3. DE FACTO CENSUS POPULATION OF YEMEN BY AGE AND SEX, 1975 

Age 

75 and over 

70 to 74 

65 to 69 Female 
60 to 64 

55 to 59 

50 to 54 
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35 to 39 

30 to 34 

25 to 29 
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15 to 19 

10 to 14 

5 to 9 

under 5 

500 400 300 200 100 0 0 100 200 300 400 500 

Population (thousands) 

Source: "Evaluation and Analysis of the 1975 Population and Housing Census: Testing the 
Accuracy of Age-Sex Statistics," Yemen Arab Republic, Central Planning Organization, Statistics 
Dept., 1980, Table 1. 

Figure 5-4. CENSUS POPULATION OF ARGENTINA BY AGE AND SEX, 1980 
Age 
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Source: Censo Nacional de Poblacion y Vivienda 1980, Serie D, Resumen Nacional, Table G.2. 
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Figure 5-5. DE FACTO POPULATION OF YEMEN BY AGE AND SEX. 1975 

Age I Males I Females Age I Mal es I Females Age I Males I Fema I es 

o to 4 392,947 393,969 30 to 34 113,706 165,673 60 to 64 59,834 65,237 
0 69,778 67,688 30 84,948 129,389 60 51,266 58,138 
1 63,320 64,208 31 4,118 5,087 61 1,616 1,350 
2 85,582 87,505 32 12,915 16,240 62 3,190 2,754 
3 85,788 87,674 33 5,858 7,179 63 1,949 1,632 
4 88,479 86,894 34 5,867 7,778 64 1,813 1,363 

5 to 9 432,284 401,496 35 to 39 117,589 143,951 65 to 69 24,396 22,746 

5 92,529 87,951 35 86,235 108,643 65 19,575 18,819 
6 86,834 82,161 36 7,1.60 7,660 66 1,113 780 
7 93,404 86,736 37 7,400 7,180 67 1,292 911 
8 92,529 86,697 38 12, 141 14,115 68 1,675 1,415 
9 66,988 57,951 39 4,653 6,353 69 741 821 

10 to 14 281,036 243,576 40 to 44 104,442 125,601 70 to 74 28,641 32,041 
10 78,723 69,736 40 84,430 105,820 70 24,811 28,935 
11 27,443 23,279 41 3,474 3,390 71 758 635 
12 88,956 73,391 42 8,657 8,200 72 1,468 1,309 
13 46,681 39,782 43 4,956 5,166 73 875 639 
14 39,233 37,388 44 2,925 3,025 74 729 523 

15 to 19 153,427 185,793 45 to 49 75,741 81,976 75 to 79 10,336 9,781 
15 64,684 68,858 45 58,545 64,352 75 8,422 8,221 
16 27,819 35,275 46 3,822 3,633 76 591 464 
17 16,513 20,802 47 3,726 3,341 77 430 268 
18 34,393 48,738 48 6,646 6,896 78 592 486 
19 10,018 12,120 49 3,002 3,754 79 301 342 

20 to 24 101,488 159,447 50 to 54 82,106 91,371 80 to 84 11 ,509 14,215 
20 56,815 96,461 50 68,461 78,989 80 10,305 13,131 
21 6,791 8,453 51 2,292 2,087 81 283 277 
22 17,733 24,424 52 5,254 4,589 82 452 428 
23 10,724 15,286 53 3,019 2,627 83 235 197 
24 9,425 14,823 54 3,080 3,079 84 234 182 

25 to 29 120,335 185,731 55 to 59 39,915 39,211 85 to 89 2,802 2,822 

25 73,577 121,819 55 29,753 29,873 85 2,315 2,329 
26 10,008 13,012 56 2,971 2,398 86 148 143 
27 12,097 14,383 57 2,236 1,827 87 126 131 
28 19,539 28,237 58 3,469 3,369 88 108 108 
29 5,114 8,280 59 1,486 1,744 89 105 111 

Source: Yemen Arab Republic (1980). table 1. 
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Figure 5-6. CENSUS POPULATION OF ARGENTINA BY AGE AND SEX3 1980 

Age I Males I Fema I es Age I Males I Females Age I Males J Females 

o to 4 1,640,005 1,600,836 30 to 34 979,81p 994,377 60 to 64 469,993 532,126 

0 342,896 334,747 30 217,870 225,299 60 116,525 136,880 
1 321,274 312,438 31 189,095 1 S8, 118 61 87,360 91,888 
2 331,097 324,020 32 196,979 202,289 62 91,919 103,578 
3 333,115 324,913 33 195,215 195,518 63 87,836 100,047 
4 311,623 304,718 34 180,657 183,153 64 86,353 99,733 

5 to 9 1,407,213 1,376,543 35 to 39 855,293 869,013 65 to 69 397,567 476,239 

5 301,738 295,023 35 186,968 192,803 65 92,407 111,053 
6 279,854 274,443 36 174,601 177,361 66 81,938 96,304 
7 276,410 269,268 37 164,553 167,640 67 78,978 93,040 
8 278,890 271,300 38 168,668 171,788 68 75,229 92,660 
9 270,321 266,509 39 160,503 159,421 69 69,015 83,182 

10 to 14 1,240,209 1,215,962 40 to 44 772,913 775,702 70 to 74 279,279 355,241 

10 267,240 262,024 40 178,937 183,129 70 70,483 94,098 
11 250,290 248,446 41 143,126 140,992 71 55,709 65,087 
12 247,664 241,187 42 157,569 160,115 72 57,168 71,439 
13 236,129 233,656 43 149,899 149,695 73 49,591 64,779 
14 238,886 230,649 44 143,382 141,771 74 46,328 59,838 

15 to 19 1,173,841 1,167,647 45 to 49 748,046 748,741 75 to 79 181,291 245,572 

15 240,668 239,411 45 154,777 157,083 75 47,921 63,152 
16 238,698 234,287 46 141,947 141,240 76 40,815 53,432 
17 234,614 234,996 47 142,978 143,109 77 34,813 44,103 
18 241,064 231,823 48 153,776 155,879 78 30,761 45,457 
19 218,797 227,130 49 154,568 151,430 79 26,981 39,428 

20 to 24 1,099,810 1,124,347 50 to 54 709,825 749,808 80 to 84 85,524 138,377 
20 218,182 228,487 50 158,858 175,486 80 26,864 44,508 
21 214,393 218,027 51 133,443 134,098 81 17,073 25,319 
22 221,197 225,674 52 145,612 153,652 82 15,595 25,504 
23 227,106 228,426 53 138,249 145,204 83 13,646 22,102 
24 218,932 223,733 54 133,663 141,368 84 12,346 20,944 

25 to 29 1,050,065 1,074,218 55 to 59 620,972 659,561 Over 84 44,321 87,153 
25 215,544 223,924 55 133,447 143,792 
26 204,093 212,604 56 129,616 137,016 
27 211,619 215,975 57 122,653 126,957 
28 212,382 214,317 58 121,258 131,210 
29 20.6,427 207,398 59 113,998 120,586 

Source: Argent~na (1982)3 tabZe G.2. 
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Figure 5-7. DE FACTO CENSUS POPULATION OF YEMEN BY SEX AND SINGLE YEARS OF AGE3 1975 
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Source: Yemen Arab Republic (1980)3 table 1 . 
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Figure 5-8. CENSUS POPULATION OF ARGENTINA BY SEX AND SINGLE YEARS OF AGE, 1980 
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with the 0 to 4 and 15 to 19 ranges. The 

relatively large size of the population aged 

o to 4 years in comparison with those aged 

5 to 9 years might be due to a recent increase 

in fertility which has been noted in at least 

one other Latin American country (Chile). 

The modest size of the population aged 10 to 

14 years relative to adjacent cohorts suggests 

the presence of error in the census, or im­

migration in the 15 to 19 age category (pos­

sibly from Bolivia or Paraguay), although the 

cause is not apparent from the age pyramid 

alone. 

An alternative to the population pyramid 

is the graphical display of cohort sizes by 

age shown for Yemen and Argentina in figures 

5-9 and 5-10 (shown in single years of age). 

This type of graphical display serves essen­

tially the same purpose as the population or 

age pyramid, but may be somewhat easier to 

analyze particularly when two or more census 

age distributions are being compared in the 

same graph. 

When two or more censuses are available, 

the graphical technique illustrated in figures 

5-9 and 5-10 may be extended to 'examine the 

consistency of the age distributions in suc­

cessive censuses. This procedure, known as 

graphical cohort analysis, entails the plot­

ting of the size of actual cohorts in each of 

the censuses being compared on "semi-log" 

paper (the y-axis of the graph is expressed 

on a logarithmic scale). Due to mortality, 

the size of each cohort should decline in 

successive censuses and, in the absence of 

errors in the censuses and migration, the 

lines for the successive censuses should 

follow the same pattern. An important ad­

vantage of this approach is that because 

actual cohorts are followed over time, it is 

generally possible to discern the effects of 

extraordinary events and other distorting 

factors on the census age-sex distributions. 

A graphical cohort analysis is illustrat­

ed in figure 5-11 using population counts of 

males by age (in 5-year age groups) from the 

1970, 1975, and 1980 censuses of Turkey. The 

points on the line for each census are popu­

lation counts for each cohort plotted at the 

mid-point of the 5-year interval during which 

the cohort was born. For the 0 to 4 age group 

in the 1980 census, for example, the census 

count of 3.05 million is plotted at the mid­

point of the 1975-1980 period during which 

they were born. This procedure is repeated 

for each cohort in the 1980 census and then 

for the 1975 and 1970 censuses. 

In the absence of census errors or migra­

tion, the three lines should follow the same 

trend and not cross each other, with the line 

corresponding to the 1970 census on top and 

the line for the 1980 census on the bottom. In 

fact, the lines in figure 5-11 depart somewhat 

from this expected pattern, most notably at 

the youngest and oldest ages. The fact that 

the lines for the 1975 and 1970 census begin 

lower than and cross over the line for the 

1980 census between the ages of 5 to 9 is 

suggestive of underenumeration of children 

aged 0 to 4 years and/or a systematic transfer 

of infants and young children into the 5 to 9 

age category. More extreme volatility is 

observed at the older ages, which is typically 

associated with proportionately larger errors 

made in reporting ages among older populations. 

One of the more useful features of graphi­

cal cohort analysis is that the comparison of 

successive censuses provides the analyst with 

at least a partial basis for separating his­

torical artifacts in the age distribution 

from the effects of census errors. In the 

case of Turkey, for example, the fact that 

smaller surviving cohorts are observed in all 

three censuses for persons born during 

war years (1913-1917 and 1933-1943) suggests 

that these distortions largely reflect 
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Figure 5-9. DE FACTO CENSUS POPULATION OF YEMEN, MALES BY SINGLE YEARS OF,AGE, 1975 
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Figure 5-10. CENSUS POPULATION OF ARGENTINA, MALES BY SINGLE YEARS OF AGE, 1980 
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Figure 5-11. GRAPHICAL COHORT ANALYSIS OF CENSUS ENUMERATIONS OF MALES IN THE TURKISH CENSUSES 

OF 1970, 1975, AND 1980 
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historical events rather than census errors 

(although some degree of census error is sug­

gested by the fact that the lines for the three 

censuses cross during those periods). The im­

plication of this is that these distortions 

should not be "smoothed" when using the census 

age distributions for population projections or 

other demographic analyses since they reflect 

actual characteristics of the population. 

2 • 2 Ag e. and .6 e. x. tr..a.:U0.6 

The assessment of the "reasonableness" of 

census age-sex distributions may be approached 

in a more quantitative fashion through the 

examination of age and sex ratios in the 

enumerated census population. The diagnostic 

value of these ratios lies in their predictable 

patterns in human populations. Accordingly, 

significant departures from ratio values ex­

pected in the absence of measurement error 

which cannot be explained by extraordinary or 

distorting factors indicate census error. 

Age ratios provide a measure of the 

"smoothness" of the age distribution of the 

population over a restricted age range. In 

the absence of sharp swings in fertility or 

mortality, significant levels of migration, 

or other distorting factors, the enumerated 

size of a particular cohort should be approxi­

mately equal to the average size of the im­

mediately preceding and subsequent cohorts. 

In other words, the ratio of the census count 

for a particular cohort to the average of 

the counts for the adjacent cohorts should 

be approximately equal to 1.0 (or 100 if 

multiplied by a constant of 100). Signifi­

cant departures from this "expected" ratio 

indicate either the presence of error in 

the census enumeration or of other factors 

noted above. 

Sex ratios are defined as the ratio of 

the enumerated male population to the enu­

merated female population in a particular age 

group (usually multiplied by a constant to 

produce a measure based upon 100 - that is, 

the number of males per 100 females). The 

sex ratio at birth for most populations lies 

'between 102 to 107, but due to higher mor­

talitY,rates for males than females in most 

populations, the ratio declines gradually 

among successively older segments of the popu­

lation. Accordingly, significant variations 

from this pattern are suggestive either of 

census errors or of the ?resence of distorting 

factors such as sex-selective migration, peri­

ods of high or changing sex-selective mor­

tality, or in some populations higher female 

than male mortality. 

The uses of age and sex ratios for cen­

sus evaluation purposes are illustrated here 

using the data from the censuses of Yemen and 

Argentina (see figures 5-5 and 5-6). Figure 

5-12 shows the age ratios for 5-year age 

categories by sex calculated from these two 

censuses. The age ratios were calculated 

using the formula: 

(5.1) 

Where: 

P 5 x-5 

The age ratio for the age 
category x to x+4 

The enumerated population in the 
age category x to x+4 

The enumerated population in the 
adjacent lower age category (ages 
x-5 to x-l) 

The enumerated population in the 
adjacent higher age category 
(ages x+5 to x+9) 

The irregularities in the age distribu­

tions noted in the graphical analyses of the 

two censuses are clearly reflected by the age 

ratios shown in figure 5-12. The ratios for 

the Yemen census reveal a larger number of 

significant departures from the expected 

ratio value of 100 than the Argentine census. 

The general pattern in the Yemen census is 
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Figure 5-12. AGE RATIOS FOR FIVE-YEAR AGE CATEGORIES 
BY SEX: 1975 CENSUS OF YEMEN AND 1980 CENSUS OF 
ARGENTINA 

the 5 to 9 category in the Yemen 

census. In actual application, 

further investigation of the con­

sistency of the enumerated number of 

children aged 0 to 4 with the pre­

vailing level of fertility and the 

number of women of childbearing age 

(ages 15 to 49) would have to be 

undertaken in order to assess the 

YEMEN ARGENTINA 
Age 

Males Females Males 

o to 4 years .•••••• 
5 to 9 years ••••••• 117.2 115.9 98.5 
10 to 14 years ••••• 97.3 87.9 97.3 
15 to 19 years ••••• 85.9 94.7 100.2 
20 to 24 years ••••• 81.1 90.1 99.3 

25 to 29 years ••••• 107.6 109.1 100.7 
30 to 34 years ••••• 97.0 115.2 101.9 
35 to 39 years ••••• 105.1 99.2 98.8 
40 to 44 years ••••• 105.2 107.2 97.6 
45 to 49 years ••••• 86.6 82.3 100.6 

50 to 54 years ••.•• 124.6 129.0 102.4 
55 to 59 years ••••• 65.8 60.1 103.5 
60 to 64 yea rs .•••• 144.6 153.9 94.7 
65 to 69 years ••••• 64.8 56.9 104.0 
70 to 74 years ••••• 135.6 148.9 97.6 
75 to 79 years ••••• 

Source: Derived from figures 5-5 and 5-6. 

for the magnitude of the departures from a 

ratio of 100 to grow larger with the increas­

ing age of the population. This is especial­

ly true after age 40, due to a substantial 

prefer~nce among the population aged 40 and 

above for ages ending in the digit 0 (and to 

a lesser extent the digit 5) observed in 

figures 5-7 and 5-9. The fluctuations in the 

age ratios for the population aged 60 and 

above in the Argentine census are also sug­

gestive of somewhat greater census error for 

the older than for the younger population. 

Two other points worthy of note in 

connection with the age ratios from Yemen are 

the high ratios for the 5 to 9 cohort and the 

low ratios for the 15 to 19 and 20 to 24 co­

horts. The very large census count for the 

5 to 9 cohort, especially in relation to the 

o to 4 cohort, again suggests the presence of 

significant levels of underenumeration of 

young children and/or age misreporting re­

sulting in a net transfer of population into 

Females 

98.5 
97.0 
99.9 

100.2 

100.9 
101.5 
98.8 
97.2 
98.8 

104.2 
101.9 
95.7 

104.8 
99.0 

. 
relative magnitude of coverage and 

content errors for these cohorts. 

The low ratios for the 15 to 19 

and 20 to 24 cohorts suggest the 

presence of some combination of cen­

sus error (see figures 5-7 and 5-9 

for evidence of age heaping) and 

labor migration to other middle 

eastern countries (particularly 

Saudi Arabia) which has characterized 

Yemen in recent years. Higher mor­

tality associated wit~ the civil war 

(1968-1975) may also hav.e contributed 

to the lower age ratios for this segment of 

the population. However, the fact that the 

male age ratios in the 15 to 19 and 20 to 24 

age categories are significantly lower than 

those for females supports the interpretation 

that labor migration is an important contribut­

ing factor in the unexpectedly small cohorts in 

this age range (at least for males). 

By way of contrast, the age ratios calcu­

lated from the 1980 Argentine census (figure 

5-12) show relatively minor deviations from 

the expected ratio value of 100 up to approxi­

mately age 60, at which point the ratios become 

somewhat more erratic. The pattern of age 

ratios in the Argentine census provides no 

evidence of significant systematic error in 

the census enumeration (of the population aged 

60 and under, at least), although the relative­

ly low ratios for the 5 to 9 and 10 to 14 co­

horts suggest underenumeration and/or age 

misreporting. 

---------------~~-~-
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Figure 5-13. CENSUS OF POPULATION BY AGE AND SEX AND SEX RATIOS: 1975 CENSUS OF YEMEN AND 
1980 CENSUS OF ARGENTINA 

YEMEN 

Age Males Fema I es Rat i 0 

Tota 1 ....... 2,152,554 2,364,637 91.0 

o to 4 years ..... 392,947 393,969 99.7 
5 to 9 years ..... 432,284 401,496 107·7 
10 to 14 yea rs ... 281,036 243,576 115.4 
15 to 19 years ... 153,427 185,793 82.6 

20 to 24 years ... 101,488 159,447 63.6 
25 to 29 years ... 120,335 185,731 64.8 
30 to 34 years .•. 113,706 165,673 68.6 
35 to 39 years ..• 117,589 143,951 81. 7 
40 to 44 yea rs ... 104,442 125,601 83.2 
45 to 49 years ... 75,741 81,976 92.4 
50 to 54 years ... 82,106 91 ,371 89.9 
55 to 59 years ... 39,915 39,211 101.8 

60 to 64 years ... 59,834 65,237 91.7 
65 to 69 years ... 24,396 22,746 107.3 
70 to 74 years ... 28,641 32,041 89.4 
75 or older ...... 24,647 26,818 92.0 

Source: Derived from figures 5-5 and 5-6. 

The sex ratios from the Yemen and Argen­

tine censuses shown in figure 5-13 provide 

additional insight into likely errors in these 

data. The ratios were calculated using the 

following formula: 

(5.2) 

in 

in 

SR = 
5 x 

number of males enumerated 
the age category x to x + 4 years 
number of females enumerated 

the age category x to x + 4 years 

x 100 

While the expected pattern of smoothly 

decUning sex rat ios with increasing age in 

the population is for the most part observed 

in the Argentine census, the sex ratios for 

Yemen are quite volatile. The low ratio for 

the 0 to 4 age group and the high ratio for 

the 5 to 9 age group suggests the possibility 

of substantial sex-selective age misreporting 

such that a significant number of male child­

ren aged 0 to 4 years were reported as being 

ages 5 to 9 years in the census. The high 

ratio for the 10 to 14 cohort is also 

ARGENT I NA 

Males Females Ratio 

13,755,983 14,191,463 96.9 

1,640,005 1,600,836 102.4 
1,407,213 1,376,543 102.2 
1,240,209 1,215,962 102.0 
1,173,841 1,167,647 100.5 
1,099,810 1,124,347 97.8 
1,050,065 1,074,218 97.8 

979,816 994,377 98.5 
855,293 869,013 98.4 

772,913 775,702 99.6 
748,046 748,741 99.9 
709,825 749,808 94.7 
620,972 659,561 94.1 
469,993 532,126 88.3 
397,567 476,239 83.5 
279,279 355,241 78.6 
311,136 471,102 66 .0 

suggestive of the presence of sex-selective 

coverage and/or age misreporting errors. On 

the other hand, the very low ratios for the 

three cohorts beginning with the 20 to 24 co­

hort are supportive of the interpretation that 

significant male labor migration has affected 

the age distribution of the population of 

Yemen. Finally, the fact that the ratios for 

older cohorts (ages 45 and above) are quite 

volatile and never fall much below 90 are 

indicative of significant levels of coverage 

and content (age reporting) error in the census 

of Yemen. 

The only notable distortion in the pro­

gression of sex ratios in the Argentine census 

is the relatively low ratios for the 20 to 24 
and 25 to 29 cohorts and the pattern of slight­

ly increasing sex ratios over the 20 to 49 age 

range. This likely reflects some combination 

of sex-selective migration and possibly dif­

ferential census coverage by sex (that is, 

females being enumerated more completely 
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than males). Overall, however, the degree of 

distortion is relatively small. 

The effects of age- and sex-selective 

international migration on the age-sex distri­

bution of Yemen illustrate a frequently en­

countered problem when using age- and sex­

ratio analysis to evaluate census results. 

When ratios are to be used to evaluate census 

results for sub-areas of a country, this 

problem is further compounded by age- and 

sex-selective internal migration. This is 

illustrated by the sex ratios for urban and 

rural areas calculated from the 1980 census 

of Argentina (figure 5-14). Begjnning with 

the 15 to 19 cohort, the sex ratios in urban 

areas are consistently below 100, while those 

in rural areas are consistently above 100. 

These ratios reflect a pattern of female­

selective migration from rural to urban areas 

which generally characterizes Latin American 

countries and also has been observed in 

several Asian countries (Shaw, 1974). The 

Figure 5-14. SEX RATIOS OF THE CENSUS 
POPULATIONS IN URBAN AND RURAL AREAS IN 
ARGENTINA, 1980 

Age Total Urban Rural 

All ages ...... 96.9 93.6 114.9 

to 4 years ...... 102.4 102.4 102.6 
5 to 9 years ...... 102.2 101 .9 103.3 
10 to 14 years .... 102.0 100.1 109.6 
15 to 19 yea rs .... 100.5 96.3 122.2 

20 to 24 years .... 97.8 95.1 113.5 
25 to 29 yea rs .... 97.8 94.5 117.5 
30 to 34 years .... 98.5 95.1 119.9 
35 to 39 years .... 98.4 95.0 119.4 

40 to 44 years .... 99.6 95.6 123.9 
45 to 49 years .... 99.9 95.5 128.3 
50 to 54 years .... 94.7 90.1 125.9 
55 to 59 years .... 94.1 89.3 129.7 

60 to 64 years .... 88.3 82.8 127.8 
65 to 69 years .... 83.5 77.9 126.9 
70 to 74 years .... 78.6 73.2 124.1 
75 years or older. 66.0 61.9 100.6 

Source: Argentina (1980), table G.2. 

implication of this is that in instances in 

which sex and/or age ratios tend to be dis­

torted by migration, alternative "expected" 

ratios must be derived for the purposes of 

census evaluation. 

One possibility for deriving "expected" 

sex-ratios in a current census is to use the 

sex-ratio of the population enumerated in a 

previous census as the basis for evaluation. 

The most general use of sex-ratios in succes­

sive censuses would entail the assessment of the 

plausibility of the ratios of the total popu­

lations enumerated. Unless affected by errors 

or significant shifts in the sex-selectivity of 

migration or mortality, the sex-ratio of the 

enumerated total population should be relative­

ly stable from census to census. 

As an illustration, figure 5-15 shows 

the sex-ratios of enumerated populations from 

the most recent censuses of five countries 

which have conducted three or more censuses. 

On a comparative basis, the sex-ratios in the 

Indian and Indonesian censuses would appear to 

exhibit the greatest degree of stability from 

census to census. To some extent, this may 

reflect the lower volume of international 

migration to and from these countries in com­

parison with the other countries considered. 

The Egyptian and Philippine censuses, on the 

other hand, show somewhat greater variability 

from census to census. In the Egyptian case, 

the relatively high sex ratio of the population 

enumerated in the 1976 census in particular 

stands out from the sex-ratios in the four 

previous censuses (which vary within a narrow­

er range) and would warrant further investi­

gation in actual application. Some Df the 

changes in the sex ratios in successive cen-

suses in the Philippines are likely attribut­

able to the changing sex-selectivity of emi­

gration from the Philippines from female­

dominated migration to the United States and 

-------------- -~---~-~~-----------~~----~ 
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Figu:t'e 5-15. SEX RATIOS OF THE POPULATION 
ENU~RATED IN THE MOST RECENT CENSUSES 
OF SELECTED COUNTRIES 

Country Year of Census Sex Ratio 

Egypt. .•••..• 1927 99.1 
1937 100.2 
1947 98.1 
1960 101. 2 
1976 104.1 

India ........ 1941 105.8 
1951 105.7 
1961 106.3 
1971 107.5 
1981 106.9 

I ndones i a. " . 1961 97.3 
1971 97.2 
1980 98.8 

Pakistan .••.• 1951 116.8 
1961 115.8 
1972 114.9 
1981 11 0.4 

Ph i 1 i pp i nes .. 1960 101 .8 
1970 99.0 
1975 102.3 
1980 100.7 

Source: Egypt (1979); India (1975~ 1983); 
Indonesia (1963, 1975, and 1983); Pakistan 
(U.S. Bu:t'eau of the Census~ 1984: table 4); 
Philippines (1963, 1974, 19?8~ and 1983). 

Canada in the 1960's and early 1970's to a 

significant volume of male labor migration to 

middle eastern countries in the mid to late 

1970's. Male labor migration is also likely 

to have been a significant contributing factor 

in the decline in sex-ratios in successive 

censuses in Pakistan, which otherwise would 

appear to have,been relatively consistent 

over time. 

Comparisons of sex-ratios from succes­

sive censuses can also be helpful in detect­

ing problems in particular age ranges or for 

particular cohorts. With respect to age 

categories, the expected relationship of sex­

ratios in any given age range in successive 

censuses would be one of relative stability 

in the absence of census errors, changes in 

the sex-selectivity of migration, or other 

distorting factors. Significant fluctuations 

from this pattern which cannot be plausibly 

explained by one or more distorting factors 

are likely to indicate v~riations in coverage 

or accuracy of age reporting on a sex-selective 

basis from census to census. 

Similarly, in the absence of census 

errors or distorting factors, changes in the 

sex-ratios of birth cohorts from census to 

census should be consi~tent with sex differen­

tials of mortality under the prevailing mor­

tality regime(s). In countries where male 

mortality rates exceed those of females, the 

expected pattern would be for the sex-ratio 

for each cohort to decline from census to 

census as the cohort ages. The opposite 

pattern would be expected in countries where 

female mortality rates exceed those for males. 

The use of cohort-specific sex-ratios 

from successive censuses is illustrated in 

figure 5-16, which shows sex-ratios for 5-year 

age groups from the four most recent censuses 

of Pakistan. Looking first at the degree of 

consistency of sex-ratios across censuses for 

fixed age categories, several observations 

may be made. First, the consistency of sex­

ratios appears to be somewhat greater in the 

three most recent censuses than when the 1951 

census is considered, suggesting some degree 

of differential coverage/accuracy in the 1951 

census in comparison with the 1961, 1972, and 

1981 censuses (shown graphically in figure 

5-17). Second, even within the more homogene­

ous group of censuses, significant fluctuations 

in sex-ratios for particular age groups are 

observed (for example, the 10 to 14 and 50 to 

54 age groups). Third, the decline in the 

sex-ratios in the age groups in the 25 to 49 

range, particularly between the 1972 and 1981 

censuses, is consist,ent with expectations in 

view of the signficant volume of male labor 

------------
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Figure 5-16. SEX RATIOS BY AGE GROUP FOR THE POPULATION 
ENUMERATED IN THE 1951, 1961, 1972, AND 1981 CENSUSES 
OF PAKISTAN 

Age 1951 1981 

A 11 ages ...... 116.8 115.8 114.9 11 O. 4 

0 to 4 years ••••••• 104.6 103.0 100.8 97.7 
5 to 9 years ••••••• 112.0 114.6 110.4 108.4 
10 to 14 years ••.•• 114.4 122.6 127.0 119.3 
15 to 19 years .•••• 106.1 118.5 120.1 115.9 
20 to 24 years ••••. 116.5 112.9 106.3 108.6 

25 to 29 years ••••• 135.1 108.9 111. 6 106.6 
30 to 34 years ••••• 133.9 110.7 108.1 104.4 
35 to 39 years ••.•• 134.9 117.5 116.4 105.8 
40 to 44 years •.••• 132.2 119.4 116.1 109.2 
45 to 49 years ••.•• 130.2 125.5 122.9 112.4 

50 to 54 years ••••. 131.4 129.4 132.7 124.0 
55 to 59 yea rs ••••• 108.6 125.8 118.2 113.3 
60 to 69 years ••••• 121.2 133.7 138.5 134.2 
70 years or older •• 111.7 132.9 134.6 131 .8 

Source: U.S. Bureau of the Census (1984), table 4. 

migration from Pakistan to the middle 

east. Finally, the steady decline in 

the sex-ratio of the population aged 

o to 4 years in each successive census 

is somewhat puzzling in view of the 

fact that the sex-ratios of the popu­

lation in the 5 to 9 age group also de­

clined in successive censuses after 

1961. If increasing levels of exaggera­

tion of ages of male children were re­

sponsible for the declining sex-ratio 

of the population aged 0 to 4 years, it 

would be anticipated that the sex-ratio 

of the 5 to 9 age group would have in­

creased. The fact that they did not 

suggests either that the sex ratio at 

birth has declined in Pakistan or that 

female children were enumerated increas­

ingly more completely in each successive 

census relative to male children. 

Figure 5-17. SEX RATIOS BY AGE GROUP FOR THE POPULATION ENUMERATED IN THE 1951, 1961, 1972, AND 
1981 CENSUSES OF PAKISTAN 

Sex Ratio 
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Age Group 

Source: Derived from figure 5-16. 
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Significant variations in the sex-ratios 

of birth cohorts from census to census are 

also apparent in the data displayed in figure 

5-18. Given the higher levels of female than 

male mortality in Pakistan, the expected pat­

tern would be for the sex-ratio of the popu­

lation enumerated of each cohort to increase 

in successive censuses. This pattern is ob­

served for relatively few cohorts, however, 

suggesting the presence of census error and/or 

distorting factors. Labor migration might 

partially account for the declining sex ratios 

of the cohorts under age 15 at the time of the 

1951 census. 

2 • 3 S ummMY -l VlcU c.v., 0 6 elVtott -lVl a.g e - .6e. X cla;ta. 

A number of measures have been developed 

to summarize the magnitude of observed dis­

crepancies in census age-sex distributions in 

the form of a single index value. Among the 

more widely-used are the United Nations Age­

Sex Accuracy Index (United Nations, 1955), 

Whipple's Index (1921), Myers' Blended Index 

(1940), and an index recommended by the United 

Nations which provides a measure of the re­

lative importance of age overstatement and 

understatement in accounting for age heaping 

(United Nations, 1955). 

The United Nations Age-Sex Accuracy Index 

is essentially an extension of age- and sex­

ratios analysis in which the deviations of the 

observed from the expected age and sex ratios 

for each 5-year age group are combined into a 

single ··score. A low index value is indicative 

of relatively minor deviations from the expect­

ed age and sex ratios, while high index values 

indicate more serious distortions in the age­

sex distribution. 

The Whipple's and Myers' indices measure 

the magnitude of a particular type of error in 

census age data - preference for ages ending 

in particular digits (age heaping). Whipple's 

Index measures the extent of heaping on ages 

ending in the digits 0 to 5 on a scale with a 

range from 0 to 500, where 0 represents total 

"avoidance" of these digits, 100 represents a 

uniform distribution across ages ending in 

each of the digits 0 to 9 (that is, no age 

heaping), and 500 represents the extreme case 

of digit preference in which the entire census 

population is recorded at ages ending in 0 or,5. 

Myers' Blended Index is conceptually 

similar to Whipple's Index, except that the 

index considers preference (or conversely, 

avoidance) of ages ending in each of the digits 
/ 

Figure 5-18. SEX RATIOS OF BIRTH COHORTS AS ENUMERATED o to 9 in deriving an overall age-

IN SUCCESSIVE CENSUSES IN PAKISTAN, 

Age of birth cohort 
1951 1961 in the 1951 Census 

o to 4 years •••.••• 104.6 122.6 
5 to 9 years ••••••• 112.0 118.5 
10 to 14 years ••••• 114.4 112.9 
15 to 19 years .•••• 106.1 108.9 

20 to 24 years ••.•• 116.5 110.7 
25 to 29 years ••••• 135.1 117.5 
30 to 34 years ••••• 133.9 119.4 
35 to 39 years .•••• 134.9 125.5 

40 to 44 years ••••• 132.2 129.4 
45 to 49 years ••••• 130.2 125.8 
50 to 54 yea rs ••••• 131.4 133.7 
55 to 59 years ••••• 108.6 132.9 

Source: Derived from figure 5-16. 

1951 TO 1981 

1972 1981 

106.3 104.4 
111.6 105.8 
108.1 109.2 
116.4 112.4 

116.1 124.0 
122.9 113.0 
132.7 134.2 

. 118.2 131.8 

138.5 
134.6 

accuracy score. The theoretical 

range of the Myers' Index is from 

o to 90, where an index value of 0 

indicates no age heaping and 90 

indicates the extreme case where 

all recorded ages end in the same 

digit. 

The United Nations has recom­

mended a procedure to examine the 

causes of age heaping in a more de­

tailed manner. Specifically, the 

measure assesses whether age over­

statement or age understatement are 

more important causes of observed 

heaping on particular digits. For 
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each terminal digit 0 or 5 (denoted age x) 

where digit preference is observed, the pro­

cedure entails the calculation of the ratio 

of the population enumerated in the next 

younger age (x-l) to the population count for 

the next older age (x+1). A ratio value. of 

1.0 would indicate that age understatement and 

overstatement contributed equally to the ob­

served level of age heaping on age x. A ratio 

value of greater than 1.0 would indicate that 

age understatement was a more important deter­

minant of age heaping on age x than age over­

statement, while a ratio of less that 1.0 

would have the opposite interpretation. 

The application of these procedures is 

not illustrated in this manual for two primary 

reasons. First, the procedures are well­

documented in other widely-available reference 

sources (U.S. Bureau of the Census, 1975; 

United Nations, 1955). Second, these proce­

dures are summary measures of error in census 

age and sex data and, as such, are not an 

adequate substitute for detailed inspection 

of the data as described above. While these 

procedures are useful as summary measures or 

for comparative purposes, they generally do 

not provide any insight into patterns of error 

in the data that cannot be obtained through 

graphical and ratio analyses of the data. 

Where a summary measure is desired after de­

tailed inspection of the data, however, the 

reader is referred to the sources cited above 

for detailed computational procedures. 

The assessment of the reasonableness of 

the age and sex distribution of the population 

enumerated in a census is typically the first 

step taken in evaluating a census by means of 

demographic methods. Such analyses serve 

several useful purposes. First, they provide 

a quick and inexpensive indication of the 

general quality of the data. Second, they 

provide evidence on the specific segments of 

the population in which the presence of error 

is likely. Finally since age-sex distribu­

tions reflect levels and trends in fertility, 

mortality, migration, and extraordinary events 

experienced in the country's past, such analy­

ses can provide "historical" information 

which may be useful for interpreting the re­

sults of evaluation studies based upon other 

methods and in determining how the census data 

should be adjusted for use in subsequent demo­

graphic an·alyses. 

The major limitation of age-sex distribu­

tion analysis is that, generally speaking, it 

is not possible to derive separate numerical 

estimates of the magnitude of coverage and 

content error on the basis of such analyses 

alone. While it is often possible, as illus­

trated above, to discern that particular types 

of errors are likely to have affected the cen­

sus counts for particular segments of the popu­

lation with a fairly high degree of confidence, 

estimates of coverage error from other sources 

(PES, for example) often are required to verify 

these observations and permit the development 

of separate numerical estimates of the degree 

of census coverage and content error. 

3. STABLE POPULATION ANALYSIS 
OF AGE VISTRIBUTIONS 

Another approach for assessing the plau­

sibility of a census age and sex distribution 

is based upon the comparison of the recorded 

age distribution (for each sex separately) 

with the age distribution of an appropriately 

chosen stable population. As indicated in 

chapter 4, the age distribution of a popula­

tion which has been subject to constant levels 

of fertility and mortality and no international 

migration will, given a sufficiently long peri­

od of time, evolve into a constant distribution 

which is independent of the initial age distri­

bution. 
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3. 1 Ba;.,,i.,6 0 6 me;thod 

The constant age distribution of a stable 

population, known as a stable age distribution, 

is determined fully by the prevailing constant 

levels of fertility and mortality (assuming 

the absence of migration) and has the follow­

ing form: 

(5.3) o(x) b l(x) exp (-rx) 

Where: 

c(x) the infinitesimal proportion of 
the stable population at exact 
age x 

b the constant birth rate 

the constant rate of natural 
increase 

Ux) the probability of survival from 
birth to age x 

From equation (5.3), the proportion of 

the population under age y, Cry), and the 

birth rate, b, of a stable population may be 

derived as shown in equations (5.4) and (5.5), 

respectively. 

(5.4) 

(5.5) 

Where: 

cry) = 1 ~ b l(x) exp (-rx) ax 

b = [I l.J lex) exp (-m) ax]-l 
o 

l.J The highest age attainable in the 
population, and all other terms 
are as defined above 

Equations (5.4) and (5.5) permit the 

calculation of an "expected" stable age dis­

tribution for an actual population when two 

of three parameters b, r, or l(x) are known 

or can be estimated. In populations which 

have experienced approximately constant levels 

of fertility, negligible levels of net inter­

national migration, and mortality levels which 

have been either constant or have declined 

only recently, a stable age distribution de­

rived on this basis provides a meaningful 

standard against which to compare a recorded 

census age distribution. 

In actual application, few (if any) 

populations are genuinely stable. Even in 

the absence of wide swings in fertility and 

mortality levels, periodic fluctuations can 

produce age distributions which do not con­

form precisely to those anticipated through 

the application of stable population theory. 

This problem is compounded by the fact that 

the parameters b, r, and/or l(x) used to 

derive a stable age distribution for census 

evaluative purposes are often themselves 

indirect estimates which are, as such, subject 

to error. 

Despite these problems, previous experi­

ence has shown stable population anaysis to 

be a useful tool for evaluating age distribu­

tions in populations which have been subject 

to approximate stability or low~level fluctu­

ations in vital rates and migration (United 

Nations 1983). However, an underlying con­

sideration in meaningful application of stable 

population theory to demographic estimation or 

census evaluation is that, because of the prob­

lems cited above, estimates finally accepted 

should be based upon central tendencies in a 

series of estimates identified using different 

pairs of values of the parameters utilized in 

the analyses. This point is illustrated in 

the examples provided below and discussed in 

greater detail in United Nations (1967 and 

1983) . 

The use of stable population methods is 

based upon the various model stable populations 

described in chapter 4. This summary descrip­

tion and the references cited therein snould 

be consulted in connection with the illustra­

tive examples provided below. 

The following data are required for 

stable population analysis: 

(1) The census count of population (which 
is to be evaluated by single years of 
age or 5-year age groups, by sex; and 
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(2) Estimates of two of the following 
parameters: (a) the growth rate 
P in the population; (b) the birth 
rate b; and (c) the probability 
of surviving from birth to age x; 
that is, the lex) function of a 
life-table. An estimate of expecta­
tion of life at birth e, may be 
used to select a model life-table 
to represent mortality conditions 
in the population under study. 

Procedures for deriving indirect esti­

mates of these parameters are summarized in 

section 4.3. 

3.2 Computational p~oce~e 

For the procedure involving direct com­

parison between the recorded and stable age 

distribution, the computational steps de­

scribed below are required. 

3.21 Step 1: Calculation of the 

proportional age distribution of the census 

population.--The initial step in the proce­

dure is to calculate the proportional distribu­

tion c(x) of the enumerated census population 

(for each sex) by 5-year age categories. If 

SNx represents the number of persons aged x 

to x + 4 enumerated in the census and N is 

the total population enumerated, the propor­

tion in each category x is calculated as: 

(5.6) c(x) = "Nx IN x 100 

3.22 Step 2: Selection of a model 

stable age distribution.--The model stable 

age distribution against which the recorded 

census distribution is to be compared is 

identified by calculating the proportions in 

each age group in the model stable population, 

which shall be denoted c(x)', which corre­

sponds to the known or estimated values of 

two of the parameters P J bJ or in lex) the 

population under study. If, for example, 

rand l(2) were to be used to select the 

model stable population, values of c(x)', 

that is those for the stable age distribution, 

would be obtained by interpolating between 

------------------------ - ---- ~ 

the printed values of l(2) and r in the model 

life tables and stable populations to identify 

the implied stable population, and then using 

the same interpolation factors to calculate 

the corresponding values of c(x) , in that 

stable population. This two-way interpolation 

procedure is used irrespective of which set 

of parameters is used to identify a model 

stable population. The computations involved 

are illustrated in the examples below. 

3.23 Step 3: r.~mparison of the recorded 

and stable age distri~.--The final step 

in the procedure is to compare the age distri­

bution for each sex recorded in the census 

with the stable age distribution implied by 

the two demographic parameters for the popu­

lation. A useful measure of the degree of 

departure of the recorded age dis~ribution 

from that expected on the basis of the stable 

population theory is the ratio of the census 

to the stable populations proportions in each 

age category, or c(x)lc(x)'. A ratio of 1.0 

would indicate exact correspondence between 

the observed and expected age distributions. 

Ratios of less than 1.0 in a particular age 

category would indicate a lower than predicted 

census count in that category and would be 

suggestive of net underenumeration and/or a 

net transfer of persons out of the category 

through age misreporting (content error). A 

ratio of greater than 1.0 would have the 

opposite interpretation. 

3.3 Example!.l 06 .otable popu.la.tion theMY 
appUc.a;(j.on.o 

Two examples are presented in this section 

in order to illustrate somewhat different 

applications of stable population theory for 

census evaluation purposes. The first appli­

cation entails the direct comparison of a 

recorded census age distribution and a stable 

age distribution selected on the basis of 

two of the parameters from equation (5.4). 
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The second procedure described does not 

directly compare the recorded and stable age 

distributions, but rather assesses the con­

sistency of the stable implied birth rate at 

different points in the cumulative age distri­

bution, b(x), derived on the basis of the 

recorded census age distribution and an 

arbitrarily chosen level of mortality. In 

the application, inconsistencies in the 

implied birth rate at different points in 

the age distribution from a constant value 

are suggestive of the errors in the recorded 

age distribution (assuming, of course, that 

the population was in fact, approximately 

stable). 

3.31 1970 Census of Thailand.--As an 

illustration, the procedure is first applied 

to the 1970 Census of Thailand to assess the 

plausibility of the distribution of the 

enumerated population by age and sex (shown 

in figure 5-19). 

As described above, the first step in 

the computational procedure is to transform 

the census counts of persons by age and sex 

into a proportional age distribution (for 

each sex). The figures shown in figure 5-19 

were used to derive the proportional age dis­

tributions for males and females (that is, 

the proportions in each age category) shown 

in columns (1) and (4) of figure 5-20. 

The next step in the computational pro­

cedure·, is to select a model stable age distri­

bution consistent with demographic conditions 

in Thailand during the 1960-1970 period for 

use as a standard in evaluating the recorded 

age distribution in the .1970 census. In the 

case of Thailand, sufficient information is 

available for the 1960-1970 period such that 

any combination of two of the parameters P, 

b, or lex) may be used in 'selecting a model 

stable population. Following Arnold and 

Phananiramai (1975), the intercensal growth 

rate, P, and the estimated level of mortality 

during the intercensal period were used in 

this illustration. 

The growth rate, P, was derived using 

the census counts from the 1960 and 1970 

censuses and solving the following equation 
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Figure 5-20. COMPARISON OF AGE DISTRIBUTION OF THE POPULATION ENUMERATED IN THE 1970 CENSUS OF 
THAILAND AND A STABLE AGE DISTRIBUTION, BY SEX 

Males Fema I es 

Enumerated Stab Ie Enumerated Stab I e 
Age Population Population 1 

Rat io Popu I at i on Population 
1 

Ratio 

(1) ( 2) (3)=(1)-;-(2) (4) (5) (6 )=(4)-;-(5) 

All _ ages ... 100.0 100.0 - 100.0 100.0 -

0 to 4 years .... 16.7 17.3 0.97 16.2 17.0 0.95 
5 to 9 years .... 15.7 14.4 1.09 15.1 14.2 1.06 
10 to 14 years .. 13.5 12.3 1. 10 13.1 12.1 1.08 
15 to 19 years .. 10.7 10.5 1.02 10.9 10.3 1.06 
20 to 24 years .. 7.7 8.8 0.88 7.9 B.8 o .90 

25 to 29 years .. 6.4 7·5 0.85 6.6 7.4 o .89 
30 to 34 years .. 6.1 6.3 0.97 6.2 6.2 1.00 
35 to 39 years .. 5.6 5.3 1.06 5.6 5.3 1.06 
40 to 44 years .. 4.5 4.4 1.02 4.4 4.4 1.00 
45 to 49 years .. 3.5 3.6 0.97 3.5 3.7 o .95 

50 to 54 y eClrs .. 2.B 2.9 0.97 2.B 3.0 0.93 
55 to 59 years .. 2.3 2.3 1.00 2.3 2.4 0.96 
60 to 64 years .. 1.8 1.7 1 .06 1.9 1.9 1 .00 
65 to 69 years .. 1.3 1.2 1.0B 1.4 1 .4 ·1.00 
70 years 

or older ..... 1.5 1.5 1. 00 2.0 1.9 1.05 

Sources: Thailand (1973): Coale and Demeny (1966) 
IStable age distribution with "West" mortality, level 17, and r=.03 (see text for further details 

on method of selection of this particular stable age distribution). 

Information on the level of mortality 

during the intercensal period was provided by 

the Survey of Population Change (Thailand, 

1969) conducted during the 1964-1967 period 

and estimates derived by the U.S. Bureau of 

the Census (1978). These data suggest an 

average expectation of life at birth, e 
o 

for females during the intercensal period of 

approximately 60 years. Based upon this 

estimate, level 17 of the Coale and Demeny 

(1966) "West" model life tables was deemed 

to be representive of mortality conditions 

in Thailand during the 1960-1970 intercensal 

period (female e = 60 years; male e = 56.5 
o 0 

years). 

The age distribution of the Coale and 

Demeny stable population corresponding to 

level 17 "West" mortality with an annual 

growth rate, r, of three percent (.03) was 

chosen accordingly as the "standard" against 

which to evaluate the recorded age distribu­

tion in the 1970 census. These stable age 

distributions for males and females are shown 

in columns (2) and (5) respectively, of figure 

5-20. In this particular example, interpola­

tion is not required since the estimated r 

and e parameters for Thailand are printed in 
o 

the Coale-Demeny .model life tables and stable 

populations. In other cases, as in the second 

example presented be~ow, it will be necessary 

to interpolate between the printed values in 

the model life table and stable populations 

to derive appropriate values for the popula­

tion under study. 

The degree of correspondence.between 

the recorded and stable age distributions 

in the case of the 1970 census of Thailand 

is indicated by the ratios of the recorded 

to the "expected" proportions in each age 

category shown in columns (3) and (6) of 
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figure 5-20 and displayed graphically in 

figure 5-21. 

These results suggest the following 

irregularities: (a) an underenumeration of 

children aged 0 to 4 years; (b) a relatively 

high proportion of the census population 

under age 15; (c) a relatively low proportion 

of the population in the 20 to 34 age range; 

(d) somewhat more modest departures from the 

stable age distribution at ages 35 to 59; and 

(e) somewhat erratic counts above age 60 for 

males and 65 for females. 

If the population of Thailand had been 

genuinely stable, these results would be 

indicative of significant levels of coverage 

and/or content error in the 1970 census. In 

fact, the major distortions in the 1970 census 

age distributions shown in figure 5-21 are 

explainable to some extent by changes in fer­

tility levels since World War II. The deficit 

of population ages 25 to 34, for example, 

is likely the result of lower fertility levels 

during the war years (see Bourgeois-Pichat, 

1974), although some census underenumeration 

(particularly of males) in this age range 

is also likely. Similarly, the relatively 

high proportion of the population under age 

20 may be attributable to some degree to a 

post-war "baby-boom" similar to that experi­

enced in a number of other countries (Arnold 

and Phananiramai, 1975). Declining levels 

of mortality during the mid-1960's may also 

have contributed to the observed discrepancies 

between the enumerated and stable age distri­

butions under age 10, although to a lesser 

extent than the factors cited above. 

Even if allowance is made for the exag­

gerating effects of cyclical changes in fer­

tility in Thailand, the fact that the age 

pattern of irregularities in the 1970 Thai 

census resembles a common pattern of age 

errors in censuses in developing countries 

Figure 5-21. RATIO OF THE PROPORTION OF THE POPULATION ENUMERATED AT EACH AGE IN THE 1970 
CENSUS OF THAILAND TO A STABLE AGE DISTRIBUTION 
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suggests that changing fertility is not the 

sole source of the discrepancies observed in 

figure 5-21. In particular, the following 

aspects of the census age distribution are 

suggestive of error (rather than "real" dis­

tortions) : (a) the deficit of population 

aged 0 to 4 years and corresponding surplus 

of population aged 5 to 9 years, which may 

reflect the underenumeration and/or the 

exaggeration of ages of children; (b) the 

extreme deficit of males aged 20 to 29 years, 

which likely reflects the typically-encountered 

underenumeration of males in this age range 

(and/or possibly migration); (c) a surplus 

of females aged 30 to 39 years, which has 

been hypothesized to reflect the exaggeration 

of ages of women aged 15 to 29 years in order 

to make their ages consistent with perceived 

expectations regarding age at marriage and 

fertility (Ewbank, 1981); and (d) extreme 

fluctuations at older ages, which are thought 

to reflect the tendency to exaggerate ages 

in cultures where old age is revered. 

Thus, while there is reason to suspect 

that the age distribution of the population 

enumerated in the 1970 Thai census may have 

been distorted by swings in fertility associ­

ated with World War II, there is also reason 

to suspect the presence of substantial cover­

age and/or content error in various segments 

of the population which would require further 

investigation using other methods described 

in this chapter. 

3.32 1960 Census of Brazil.--As a second 

example, a variant of the procedure described 

above recommended by the United Nations (1983) 

is illustrated. 

The general approach and computational 

procedure of this variant are very similar to 

that described above. The basic differences 

between this approach and the approach describ­

ed above lies in the amount of information 

required about the population being studied 

and the manner in which the accuracy of the 

recorded age distribution is assessed. While 

the two approaches should produce approxi­

mately the same results, the latter approach 

will prove more useful in cases of limited 

demographic information. 

Specifically, the procedure involves the 

determination of a sequence of implied birth 

rates, b(x), for 5-year age groups in the enu­

merated census population calculated by finding, 

through interpolation, the model stable popu­

lation at an arbitrarily chosen level of mor­

tality that has the same proportions under age 

x as the population enumerated in the census. 

The rationale behind this approach is 

that in a stable population the implied birth 

rate for each age group will be app.roximate1y 

constant. Accordingly, in an actual popula­

tion which has been subject to conditions of 

approximate stability, significant variations 

of the implied b(x) values may be construed 

as being indicative of some mixture of cover­

age and content error in the census. A value 

of b(x) which is higher than predicted on the 

basis of a genuinely stable population, for 

example, would indicate that too high a pro­

portion of the population was recorded as 

being under age x in the census. Lower than 

predicted values of b(x) would suggest the 

opposite pattern of net census error. 

An important feature of this approach is 

that the actual level of mortality in the popu­

lation under study need not be known very pre­

cisely. Conceptually, the procedure should 

produce reasonable results at any arbitrarily 

chosen level of mortality, although the selec­

tion of a model life table which approximates 

the actual mortality conditions in the popu­

lation being studied is likely to produce 

better results (see United Nations, 1983: 

162, for further discussion of this point). 

~--~-~-~-~~~~-~----~--------------. 
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Computationally, three steps which are 

very similar to those described above are 

required: 

(1) Step 1: Calculation of the cumulated 
age distribution. The cumulated age 
distribution, or the proportion of 
the population under exact age x, 
denoted C(x), is determined by sum­
ming the proportions in each age 
group, the c(x) values described in 
the first example, up to the required 
age x. 

(2) Step 2: Calculation of birth rates 
at a fixed level of mortality. This 
step involves the identification of 
the stable birth rate, b(x), for 
each value of x which is implied by 
the level of mortality chosen and 
the observed values of C(x) from the 
census. As in the first example, 
the appropriate values are derived 
through interpolation; but in this 
case a one-way interpolation is 
performed between the printed values 
of C(x) in the model stable popu­
lations at the. chosen (fixed) level 
of mortality. The values of b(x) 
chosen are those which correspond 
to the observed C(x) values from 
the census. This procedure is 
illustrated in the example below. 

(3) Step 3: Plot of the estimated birth 
rates b(x) against age x. The 

estimated b(x) values are then plotted 
against values of age, x, to assess 
the extent to which they fallon a 
straight line. As noted above, 
departures from a straight line are 
indicative either of nonstability 
of the population or of net census 
error (coverage and/or content 
error). 

To illustrate the above approach, the 

example using the male age distribution of 

the 1960 census of Brazil presented in United 

Nations (1983:160-62) has been reproduced. 

The proportions of the enumerated population 

in each 5-year age group, c(x), and the cumu­

lative proportions up to each age x, C(x), re­

quired in step 1 of the computational procedure 

are shown in columns (2) and (4) of figure 5-22. 

The c(x) values were obtained by summing the 

values of C(x) up to the required age. 

The estimated birth rates implied by the 

proportion of the population under each age x, 

b(x) , shown in column (5) of the table were de­

rived by interpolating between printed values 

of C(x) in the Coale-Demeny model stable popu­

lations corresponding to mortality level 13 of 

the "West" regional model life table. 

Figure 5-22. AGE DISTRIBUTION AND FITTED BIRTH-RATE ESTIMATES FOR MALES3 BRAZIL3 1960 

Proportion Cumulated 
in each age Estimated 

Age age group Age distribution birth rate 
group c(x) x c(x) b(x) 

(1) (2) (3) (4 ) (5) 

o to 4 years •...••. 0.1625 5 0.1625 0.04114 
5 to 9 years .••••.• 0.1477 10 0.3102 0.04316 
10 to 14 years ••.•. 0.1227 15 0.4329 0.04337 
15 to 19 years •.... 0.0986 20 0.5315 0.04253 
20 to 24 years ...•• 0.0855 25 0.6170 0.04202 

25 to 29 years .•... 0.0727 30 0.6897 0.04151 
30 to 34 years ••••• 0.0644 35 0.7541 0.04137 
35 to 39 years •.•.• 0.0563 40 0.8104 0.04147 
40 to 44 years .•••• 0.0474 45 0.8578 0.04159 
45 to 49 yea rs ••••• 0.0398 50 0.8976 0.04186 

50 to 54 years ...•. 0.0317 55 0.9293 0.04203 
55 to 59 yea rs ..••• 0.0235 60 0.9528 0.04163 
60 to 64 years ..••• 0.0206 65 0.9734 0.04503 
65 years or older .. 0.0266 1.cJ 1.0000 

Source: United Nations (1983) 
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To illustrate this interpolation proce­

dure, the value of b(25), the birth rate in a 

stable population at mortality level 13 (ex­

pectation of life = 47.11 years) having a 

value of C(25) identical to the value record-

ed in the Brazilian census, was calculat.ed as 

follows. The printed values of C(25) in the 

model stable population with a birth rate, 

b(25), of 0.03756 is C(25) = 0.5813, while 

C(25) 0.6193 in the stable population with 

b(25) 0.04230. Since these two values of 

C(25) "bracket" the observed C(25) i.n the 

Brazilian census (which equals 0.6170), inter­

polation is performed between these two values 

of C(25) to derive the interpolation factors 

(8) and (1-8) from which to interpolate be­

tween the b(25) values as follows: 

8 0.6170 0.5813 
0.6193 - 0.5813 

0.94 

The interpolation factors (8) and (1-8) 

were then applied to the corresponding values 

of b(25) to determine the value of b(25) im­

plied by the observed value of C(25) in the 

Brazilian census as follows: 

b(25) 0.94 (0.04230) + 0.06 (0.03756) 

0.04202 

This procedure was used in estimating the 

values of b(x) shown in column (5) of figure 

5-22. 

The final step in the procedure is to 

plot the estimated b(x) values by age, x, as 

shown in figure 5-23. On the basis of this 

figure, it would appear both that the Brazil­

ian population was approximately stable and 

the 1960 census male age distribution had 

not been seriously distorted by net census 

error, although some distortion at ages 10 

and 15 and at the older ages is evident. 

The relatively modest degree of distortion 

in the age distribution of Brazilian males 

in the 1960 census is evident when compared 

to the plots of b(x) by age for selected 

Figure 5-23. PLOT OF THE ESTIMATED BIRTH-RATE, b(x), SEQUENCE BASED ON THE MODEL STABLE MALE 
POPULATION, WEST FAMILY, LEVEL 13, BRAZIL, 1960 
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African female, figure 5-24, and Latin Ameri­

can/Filipino male populations, figure 5-25. 

The pattern of b(x) values shown in 

figures 5-24 and 5-25, follow frequently 

observed patterns of distortion in census age 

data. The b(x) values for African females 

shown in figure 5-24, for example, seem to 

follow a pattern characteristic of populations 

(for both males and females) in Africa and 

South Asia (United Nations, 1983). This 

pattern of age errors is characterized by 

maximum values of b(x) at age 10, a sharp 

decline up to age 20, and a gradual increase 

thereafter with increasing age. This pattern 

indicates a significant deficit of females 

ages 10 to 19 in census enumerations of these 

populacions and is likely the result of age 

misreporting and errors made by census enu­

merators in estimating the ages of females 

in this age range. It should be noted, how­

ever, that the PES results of the 1981 cen­

suses of India and Bangladesh indicate that 

omission rates tend to be relatively high in 

this age range (India, 1982; Bangladesh, 1983), 

suggesting that coverage error may also be a 

contributing factor to the distortion in the 

age distribution of at least the South Asian 

populations. 

The pattern of b(x) values for Latin 

American and Filipino males shown in figure 

5-25 suggest a substantially different pattern 

of census errors. This pattern is character­

ized by maximum values ot b(x) at age 15 

followed by a gradual deL line with increasing 

age. This pattern might reflect a tendency 

toward increasingly greater overstatement 

of age among successively older cohorts of 

males. It would appear, however, that the 

distortions in the age distributions of these 

countries are considerably less marked than 

those shown in figure 5-24. 

3. 4 U.6 eo and Umt.:t.a-Uo YI.6 

In countries in which a reasonable case 

can be made for approximately stable demograph­

ic conditions, stable population techniques 

Figure 5-24. BIRTH RATE ESTIMATES~ b(x)~ OBTAINED FROM PROPORTIONS UNDER AGE x~ C(x)~ IN 
MODEL STABLE POPULATIONS FOR SELECTED AFRICAN FEMALE POPULATIONS 
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Figure 5-25. BIRTH RATE ESTIMATES~ b(x)~ OBTAINED FROM PROPORTIONS UNDER AGE x, C(x)~ IN MODEL 
STABLE POPULATIONS FOR SELECTED LATIN AMERICAN MALE POPULATIONS AND PHILIPPINE MALES 
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provide a valid basis for evaluating the 

accuracy of census age statistics. The use­

fulness of the approach derives both from 

Age 

the robustness of the method in previous 

applications under a fairly wide range of 

recently destabilized conditions and the fact 

that the conditions assumed under the model 

(constant fertility and constant or recently 

declining mortality) are satisfied in a number 

of countries. 

The recent declines in fertility experi­

enced in a number of countries, however, limits 

the usefulness of the approach since the re­

sulting estimates under either of the variants 

described above are sensitive to changes in 

levels of fertility. Substantial levels of 

net migration also will limit the applicabil­

ity of the method, but in some cases it may be 

possible to overcome this limitation by ad­

justing the recorded census age distribution 

for the effects of migration prior to the 

application of stable population techniques. 

Recent declines in mortality should not 

significantly limit the use of the approach 

since changing levels of mortality have a 

rather small effect on the age distribution 

of the population. Larger mortality declines 

may, however, necessitate the use of a some­

what different approach as described below. 

In actual application, one of the more 

problematic aspects of the use of stable 

population techniques arises in the interpreta­

tion of results. One problem is that it 

is often difficult to judge the extent to 

which discrepancies between the recorded and 

stable age distributions should be attriouted 

to census error, to a departure in the popu­

lation studied from the assumed condition of 

approximate stability, or to other factors. 

In some instances, distorted age distributions 

are the result of extraordinary events such 

as wars, famines, etc., and the observed dis­

crepancies can be explained on this basis. 

In other cases, however, the causes of the 

observed discrepancies will be less apparent. 

Previous experience has shown that census age 
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errors tend to follow several common patterns 

and the observation of one of these patterns 

in actual application should provide justifi­

cation for the assumption of approximate 

stability (see United Nations, 1983 and 

Ewbank, 1981 for a description of typical 

patterns of census age errors). Failure to 

observe one of these common patterns should, 

however, cause the validity of the assumption 

of stability to be investigated further be­

fore accepting the observed discrepancies as 

estimates of census error. 

Another limitation of the method is that 

it is often difficult to assess the relative 

contributions of coverage and content error 

to observed discrepancies in the census age 

distribution. One possibility for overcoming 

this weakness is to use stable population 

techniques in combination with other methods 

which provide estimates of net census cover­

age error by age and sex. Ewbank (1981), for 

example, illustrates the use of stable popu­

lation analysis in conjunction with PES esti­

mates of net coverage error for the 1972 cen­

sus of Paraguay (see figure 5-26). In this 

table, the age distribution recorded in the 

census (column 1) was adjusted for net census 

undercount (column 4) on the basis of PES 

results and the adjusted'age distribution 

compared with an appropr~.ate stable age distri­

bution. The rationale behind this approach 

is that in an approximately stable population 

and on the assumption that net census coverage 

error has been estimated accurately by the PES, 

the remaining discrepancies between the ad­

justed census and stable age distributions 

Figure 5-26. STABLE POPULATION ANALYSIS OF THE REPORTED AND ADJUSTED AGE DISTRIBUTION: 
PARAGUAY 1972 

Reported by census Adjusted for undercount 

c(x) c(x) 
Age Stable Stable Stable Stable 

c(x) c(x) c(x) c(x) c(x) c(x) 
(1) ( 2) (3) (4) (5) (6 ) 

Males 

o to 4 years ............... 16.00 17.26 0.93 16.14 17.63 0.92 
5 to 9 years ............... 15.67 14.42 1.09 15.27 14.65 1.04 
10 to 14 years ........ , .... 14.40 12.29 1. 17 14.03 12.41 1. 13 
15 to 19 years ..•.......... 11.17 10.46 1.07 11 .62 10.51 1. 11 
20 to 24 years ........ , .... 7.98 8.85 0.90 8.59 8.84 0.97 

25 to 29 years ............. 6.17 7.47 0.83 6.60 7.42 0.89 
30 to 34 years ...... , .. " .. 5.37 6.28 0.86 5.42 6.21 0.87 
35 to 39 years ...... , ...... 4.33 5.26 0.82 4.26 5.18 0.82 
40 to 44 years ............. 4.48 4.38 1.02 4.34 4.29 1.01 

Fema 1 es 

0 to 4 years .. , ..... " ..... 15.21 16.32 0.93 15.31 16.80 0.91 
5 to 9 years ............... 14.88 13.80 1.08 14.50 14.11 1.03 
10 to 14 years ............. 13.36 11 .87 1. 13 13.51 12.05 1.12 
15 to 19 years ............. 11.09 10.21 1.09 11. 56 10.30 1. 12 
20 to 24 years ............. 8.24 8.74 0.94 8.90 8.75 1.02 
25 to 29 years ............. 6.51 7.45 0.87 6.59 7.41 0.89 
30 to 34 years ........... ,. 5.44 6.35 0.86 5.35 6.27 0.85 
35 to 39 years ............. 4.68 5.39 0.87 4.49 5.29 0.85 
40 to 44 years ............. 4.48 4.55 0.98 4.35 4.43 0.98 

Source: Adapted from Ewbank (1981) > based on Marks and Rwnford (1978) and U. N. 
Demographic Yearbook (1978). 

--------~-----
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should reflect solely the effects of content 

(age misreporting) error. (These assumptions 

are never, of course, fully met in actual 

application). 

In the case of Paraguay, the adjustment 

of the recorded census age distribution for 

net census undercount improves the "fit" 

between the census and stable age distribu­

tions in most age categories (compare column 

3 with column 6 in figure 5-26); The fact 

that the adjustments are generally larger 

for males than for females reflects the PES 

estimates of higher degree of underenumeration 

of males in the 1972 census. However, the 

fact that significant discrepancies remain 

between the adjusted census and stable age 

distributions (column 6) supports the inter­

pretation that age misreporting (content 

error) is a significant source of error in 

the censns data for most age groups. 

In addition to the uses described above, 

stable population techniques often prove 

useful in countries which have conducted 

multiple censuses in adjusting the age distri­

butions recorded in an earlier census when 

stable conditions may more reasonably be 

assumed to have applied. The adjusted popu­

lation of the earlier census may then be 

"projected" forward to the date of a current 

census based upon estimates of levels and 

trends in fertility, mortality, and migration 

in the intervening period and compared with 

the current census. This procedure, the 

cohort-component method, is described in 

section S. 

The procedure of accepting a stable age 

distribution along with the enumerated total 

from a previous census and projecting this 

population forward to the date of a subse­

quent census is often a useful approach in 

cases where changing fertility and/or mor­

tality invalidate the direct use of stable 

population methods to evaluate the age distri­

bution of the subsequent census. In a situa­

tion of declining fertility, this would in 

fact be a prescribed approach. In a situation 

of declining mortality over a significant 

number of years, a choice needs to be made 

between this approach and the use of quasi­

stable population methods. 

A case for the application of the cohort­

component approach using a stable age distri­

bution for an earlier census date in lieu of 

quasi-stable methods may be made on the basis 

of two points. First, the number and severity 

of assumptions required are considerably less 

under the cohort-component approach than under 

the quasi-stable approach. Second, and per­

haps more relevant, is the fact that in most 

instances in which sufficient information is 

available for the application of quasi-stable 

methods (the length of time and the rate at 

which mortality has been declining), sufficient 

information also will be available to apply 

the cohort-component approach. 

4. ANALYSES OF SUCCESSI VE CENSUSES 
USING ACTUAL VATA ON COMPONENTS 

OF POPULATION CHANGE 

In countries with relatively complete 

systems of vital registration and/or in which 

evaluation studies have been undertaken so 

that a fairly reliable estimate of the degree 

of under-registration in these systems can be 

derived, information on the number of inter­

censal births, deaths, and net internati~nal 

migrants can be used in conjunction with the 

results of a previous census to evaluate the 

coverage of a subsequent or current· census. 

4. 1 Ba.6-t.6 06 me.thod 

The basic mathematical framework for ana-

lyzing successive censuses is commonly referred 

to as the population balancing equation, which 

may be expressed symbolically as: 



Chapter 5 APPLICATION OF SELECTED DEMOGRAPHIC TECHNIQUES FOR CENSUS EVALUATION 153 

(5.9) 

Where: 

B,D 

M 

the population enumerated in the 
census being evaluated 

the population enumerated in a 
previous census 

the number of births and deaths 
in the period between the two 
censuses, respectively 

the number of net international 
migrants in the period, which is 
equal to the number of immigrants 
(1) less the number of emigrants 
(E); that is M = 1 - E. In the 
case of net immigration, M will 
have a positive sign; in the case 
of net emigration, M will have a 
negative sign. ' 

The logic underlying the balancing equa­

tion is quite simple. Assuming fixed nation­

al boundaries, the population of a country 

can increase or decrease between any two 

points in time (such as between two censuses) 

only as a result of births, deaths, and move­

ment of population across national boundaries. 

Births and immigration between the two cen­

suses add to the population, while deaths and 

emigration during the intercensal period re­

duce it. In the absence of error in the com­

ponents of the balancing equation, the equa­

tion will balance exactly. 

For census evaluation purposes, the 

extent to which the enumerated population 

(P l ) falls short of (or exceeds) the popula­

tion count expected on the basis of the sum 

of the components on the right hand side of 

equation (5.9) is of prime interest. The 

"residual" quantity needed to make the equa­

tion balance exactly, labeled "e" in equation 

(5.10), is referred to as the "error of 

closure" and represents an estimate of the 

relative coverage error in the two censuses. 

This estimate is derived by solving equation 

(5.10) for e. 

(5. 10) P l = Po + B - D + M + e 

If a negative residual quantity e, is 

needed to balance equation (5.10), the enu­

merated total, P l , will have fallen short of 

the expected total, or in other words will 

hqve been underenumerated relative to Po. If 

a positive residual is required to balance 

the equation, a relative overenumeration of 

P l is indicated. 

In actual application, there are several 

important limitations to this procedure. 

Foremost among these is that because the ex­

tent of coverage error in P l is estimated by 

a residual value in the balancing equation, 

this estimate is directly affected by errors 

in each of the other components of the equa­

tion. Underenumeration in the first census, 

Po, and under-registration of births, B, or 

net emigration, M, will lead to a lower "ex­

pected" population and an estimate of the 

level of undercoverage in Pi which is biased 

downward. Overenumeration of Po, under­

registration of deaths, D, and of net nrumigra­

tion will have the opposite effect. It is 

often the case that errors in the components 

of the balancing equation compensate for or 

mutually cancel other errors, as in the case 

of underenumeration of P l and under­

registration of births. The implication of 

this is that a small residual value, e, in 

the balancing equation cannot necessarily be 

interpreted as being indicative of a low level 

of net census coverage error in Pl. 

Accordingly, evaluation of the accuracy 

of the components of the balancing equation 

should be undertaken and appropriate correc­

tions or adjustments made prior to using the 

balancing equation to evaluate the level of 

coverage error in Pl' In cases where births 

and/or deaths are known or t.hought to be under­

registered, estimates of the degree of under­

registration can be used to adjust the record­

ed nu~bers of intercensal births and deaths. 
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The procedure proposed by Chandrasekar and 

Deming (1949), which is of common theoretical 

origin as the PES model for evaluating census 

coverage outlined in chapter 2, has been 

utilized by a number of countries for this 

purpose. Other procedures for adjusting the 

registered number of births and deaths have 

been suggested by Brass (1975), Preston et al. 

(1980), Preston and Hill (1980), and Luther 

and Retherford (1985). Several of these 

methods are documented in United Nations 

(1983) . 

Deriving similar adjustments for the 

migration component of the balancing equation 

is typically more difficult. This is due to 

the less comprehensive nature of the informa­

tion collected on migration by many countries 

and the generally lower quality of these data 

in comparison with birth and death registra­

tion data. As a result, it is generally the 

case that there is less confidence in the 

accuracy of migration data than in fertility 

and mortality data. 

In countries where the volume of inter­

national migration is small or in which the 

volume of in- and out-migration is thought to 

be more or less equivalent (that is, net 

international migration is close to zero), the 

migration component of the balancing equation 

can be dropped without a significant adverse 

effect on the resulting estimate of census 

coverage. In countries with significant 

levels of net migration, however, an estimate 

of the number of net international migrants 

during the intercensal period will be re­

quired. One or more of the indirect methods 

for estimating international migration out­

lined in chapter 4 might be used in deriving 

such an estimate. 

It should be noted, however, that the 

census being evaluated should not be used 

in deriving a "residual" est imate of the 

volume of net intercensal migration. The 

reason for this is that such residual esti-

mates of migration also will include at least 

some portion of census coverage error, which 

when inserted into the balancing equation, 

will produce an estimate of census coverage 

error which is biased downward. The procedure 

used to estimate the migration component of 

the balancing equation must be independent of 

the census being evaluated. 

Finally, if the population balancing 

equation is to be used to estimate the degree 

of census coverage ~rror on an absolute basis, 

an adjustment for net coverage error in the 

previous census will be required. This ad­

justment is necessary because the previous 

census, like the census being evaluated, is 

subject to error. If the enumerated popula­

tion from the previous census, Po, is adjusted 

to account for net coverage error, the popula­

tion balancing equation will yield an estimate 

of net coverage error in the second or current 

census, Pl' If such an adjustment is not made, 

the balancing equation will produce an estimate 

of the difference in coverage levels between 

the two censuses, or relative coverage. If 

the residual term, e, in the balancing equa­

tion is negative, the implication would be 

that the second census, P l' was enumerated 

less completely than the first census, Po' 

A positive residual term would imply that the 

second census was enumerated more completely 

than the first census. 

4.2 Vata ~equi~ed 

The following data are required for the 

application of this method: 

(1) The population counts from the census 
under evaluation, Pl, and from a pre­
vious census, Po' (If an estimate of 
net coverage error in the current cen­
sus is sought, the enumerated popula­
tion from the previous census should 
be adjusted for net coverage error. 
Otherwise, the resulting estimate 
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will represent the relative coverage 
error in the second census in com­
parison with the first.) 

(2) The number of births, deaths, and 
net international migrants during 
the intercensal period, adjusted 
for under-registration (to the 
extent possible). 

4. 3 Computational p~oeedune 

For the procedure involving analyses of 

successive censuses using the population 

balancing equation, the computational steps 

described below are required. 

4.31 Step 1: Adjustment of registered 

numbers of intercensal births, deaths, and 

migrants.--The initial step in the procedure 

is to correct (to the extent possible) the 

numbers of births, deaths, and (where appli­

cable) migrants recorded in the vital and 

immigration record systems. Where evaluation 

studies have been undertaken to assess the 

level of undercoverage in these systems, the 

resulting estimates can be used to inflate 

the registered numbers of events to reflect 

the true number of events more accurately. 

In the case of migration, it is frequently 

found that indirect estimates must be used 

due to severely deficient immigration statis­

tics and/or the lack of suitable information 

with which to adjust the statistics. 

4.32 Step 2: Computation of the 

"expected" census population.--The population 

"expected" on the reference date of the census 

being evaluated E(P I ) consists of the number 

of persons enumerated in a previous census, 

Po, preferably adjusted for net coverage error, 

plus the adjusted number of births, B, during 

the intercensal period, minus the adjusted 

number of intercensal deaths, D, plus or minus 

the number of net migrants during the inter­

censal period, M. 

(5.11) 

4.33 Step 3: Calculation of the 

residual error or error of closure.--The 

residual error, e, which represents an esti­

mate of net coverage error, is calculated by 

subtracting the expected census count E(PI), 

from the enumerated census count, Pl. 

(5.12) 

As noted previously, if the enumerated 

population in the previous census, Po, has 

been adjusted for net covf-rage error, the 

estimated residual error, e, will represent 

an estimate of net coverage error in Pl. If 

such an adjustment is not made, this estimate 

will represent an estimate of the relative 

level of net coverage error in PI in compari­

son with Po. 

4.4 ExampLe. u..6btg popuR.aU.on bafunebtg 
e.qu.a;tW n 

To illustrate the use of the population 

balancing equation, the method was applied to 

the 1981 census of Sri Lanka. A total of 

14,848,364 persons were enumerated in the 

1981 census. Data from the 1971 census, in 

which 12,689,897 persons were enumerated, and 

registration data on the number of births 

and deaths during the intercensal period as 

reported by the Sri Lanka Registrar-General's 

Department and net international migrants as 

reported by the Department of Immigration and 

Emigration are used to assess the accuracy 

of the total population enumerated in 1981. 

Figure 5-27 shows, for each year from 

1971 to 1981, the registered number of births 

(column 1), deaths (column 4), and net mi­

grants (column 8). The remainder of the data 

displayed in this table documents the adjust­

ments made to the registered figures to mini­

mize the effects of several deficiencies. 

Two adjustments were made to the birth 

registration data shown in column (1). First, 



Births Deaths Net Migrants 

Under 
Adjusted registra- Adjusted 

for Adjusted tion for Adjusted Adj us ted Net 
under- to adjust- under- to to population 

registra- cenSo-S ment registra- census census increase 
Year Regi stered tion 1 date 2 Registered factors tion 3 date 2 Registered date 2 (decrease) 

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 

Total 4,297,586 4,353,455 3,716,878 1,113,036 (X) 1,153,251 1 ,002,108 -495,000 -446,911 2,267,859 

1971 382,668 387,643 88,150 97,209 .955 101,790 23,147 -11,000 -2,501 62,502 
1972 385,462 390,473 390,473 103,918 .958 108,474 108,474 -10,000 -10,000 271 ,999 
1973 367,158 371,931 371,931 100,678 .960 104,873 104,873 -50,000 -50,000 217,058 
1974 365,902 370,659 370,659 119,518 .962 124,239 124,239 -54,000 -54,000 192,420 
1975 375,857 380,743 380,743 115,108 .964 119,407 119,407 -31,000 -31,000 230,336 

1976 380,702 385,651 385,651 106,506 .966 110,255 110,255 -52,000 -52,000 223,396 
1977 389,522 394,586 394,586 103,284 .967 106,809 106,809 -52,000 -52,000 235,777 
1978 404,831 410,094 410,094 93,971 .969 96,977 96,977 -40,000 -40,000 273,117 
1979 417,986 423,420 423,420 94,244 .971 97,059 97,059 -44,000 -44,000 282,361 
1980 407,243 412,537 412,537 89,325 .973 91,804 91,804 -101,000 -101,000 219,733 
1981 420,255 425,718 88,634 89,275 .975 91,564 19,064 -50,000 -10,410 59,160 

-

Source: Sri Lanka (1982)~ table 45; United Nations (1984)~ table 1. 
lAdjustment assumes constant under-registration of births of 1.3 percent. 
21971 figure is an estimate of the number of births~ deaths and 'net migrants between the census date (October 9) and the 

end of the year derived by allocating the proportion (83 f 365 = .2274) of events registered in 1971 to this period. The 
proportion (76 f 365 = .2082) was used to allocate 1981 events to the period up to the census date (March 17) 

3Co l umn (6) = Column (4) 7 Column (5) 
(X) Not applicable 
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the number of births registered in each year 

was corrected to compensate for under-regis­

tration. The completeness of birth registra­

tion in Sri Lanka is quite high, having been 

estimated at 98.7 percent complete in 1967 

(Sri Lanka, 1970). In view of this already 

low level of under-registration, it was 

assumed for this example that no further 

significant improvements took place in the 

1970's and the number of births registered in 

each year from 1971 to 1981 was revised 

upward by 1.3 percent as shown in column (2). 

The second adjustment was necessitated 

by the fact that the 1971 census was conducted 

on October 9, 1971 while the 1981 census was 

taken in March 17, 1981. As a result, some 

portion of the registered births, deaths, and 

migration shown for the years 1971 and 1981 

would have occurred outside of the intercensa1 

period and accordingly should not be included 

in the data used to evaluate census coverage. 

To compensate for this, estimates of the 

number of 1971 births occurring after the 

census date and of the 1981 births occurring 

prior to the census date (that is, those 

occurring during the in tercensa1 period) ,.ere 

derived and substituted for registered numbers 

of births in 1971 and 1981, as shown in column 

(3). The adjustment factor for 1971 was de­

rived by dividing the number of days between 

the census date and the end of the calendar 

year (83 days) by 365 days. The resulting 

proportion (.2274) was then multiplied by 

the number of registered births in 1971 to 

yield the estimate of 88,150 births occurring 

between October 9 and December 31, 1971 shown 

in column (3). Similarly, the number of days 

between the beginning of calendar year 1981 

and the 1981 census date (76 days) was divided 

by the total number of days in the calendar 

year to derive an allocation factor for reg­

istered births in 1981. The resulting factor 

(.2082) was then multiplied by the number of 

registered births in 1981 and used as an esti­

mate of the number of 1981 births which oc­

curred during the intercensa1 period (88,634) 

as shown in column (3). 

This adjustment procedure implicitly 

assumes that births are distributed evenly 

across months. While this assumption is un­

likely to hold exactly due to seasonal vari­

ability in birth rates, the resulting error 

is not likely to be significant. An alterna­

tive to this adjustment procedure would have 

been to "move" the census populations to the 

end or beginning of the calendar years in 

which they were enumerated so as to coincide 

exactly with reference periods for the vital 

registration data. 

Similar adjustments were made to the 

registered number of deaths shown in column 

(4). First, an adjustment for under­

registration was introduced. The adjustment 

factors used were based on official estimates 

of under-repistration, which showed 11 percent 

under-registration in 1953 (Sri Lanka, 1953) 

and 5 percent ill 1967 (Sri Lanka, 1970). 

Based upon the assumption that the complete­

ness of death registration would continue to 

improve to the point of becoming comparable 

to that of birth registration, the adjustment 

factors shown in column (5) were derived by 

extrapolating to 1981 the continuous rate of 

improvement in under-registration observed 

from 1953 to 1967. The registered number of 

deaths in each year (column 4) was then 

divided by these adjustment factors (column 5) 

to yield the adjusted deaths shown in column 

(6). The estimated number of deaths in 1971 

and 1981 were then allocated to the inter­

censal period following the procedure de­

scribed above in connection with births. 

The resulting estimates are shown in column (7). 

The registered number of net migrants 

shown in column (8) were derived from data 

collected on the movement of passengers into 
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and out of Sri Lanka by the Department of 

Immigration and Emigration. Illustrative 

data on the movement of passengers by nation­

ality and year for the years 1976 to 1981 are 

shown in figure 5-28. These and comparable 

data for the years 1971 to 1975 were used to 

derive the estimates of the number of net 

migrants for each year shown in column (8). 

While subject to several important 

limitations (see U.S. Bureau of the Census, 

1975), passenger statistics provide at least 

an approximation of the level of net migration 

for Sri Lanka in the 1971-1981 reriod. In 

the absence of additional information with 

which to adjust the implied estimates of net 

migration, these data would have to be accept­

ed for analytic purposes. For this example, 

the estimates of net migration for the years 

1971 to 1980 were accepted as shown in 

column (9). An adjustment was made, however, 

to the data for 1971 and 1981 to allocate mi-

grants for these years with respect to the 

intercensal period using the same adjustment 

factors that were applied to births and deaths. 

The "final" estimates are shown in column (9). 

Column (10) shows the resulting estimates 

of net population change for each year during 

the intercensal period derived on the basis of 

the adjusted figures in columns (3), (7), and 

(9). The sum of column (10) represents the 

estimate of total population change for this 

period. This figure (2,300,859) may also be 

derived on the basis of the totals of columns 

0), (7), and (9). 

Having adjusted the vital registration 

and migration data, the next step in the 

Figure 5-28. MOVEMENT OF PASSENGERS INTO AND OUT OF SRI LA~~, 1976 TO 1981 

Type of Movement and 
National ity 1976 1977 1978 1979 1980 1981 

Inward 

Total ............ 186,928 224,925 314,556 374,]28 382,511 522,082 

Sri Lanka Citizens •••• 46,442 52,992 102,142 100,603 98,736 142,427 
Other Indians ••••••••• 21,889 20,351 25,591 39,009 47,668 61,288 
Pakistanis •••••••••••• 2,530 1,445 1,757 2,748 2,570 3,705 
Commonwealth 

Citizens ..•... , ..... 19,278 25,096 29,684 36,859 44,073 59,440 
Other Al iens •••••••••• 96,789 125,041 155,392 195,509 189,464 255,222 

Outward 

Tota 1 ..........•. 239,112 276,993 355,084 418,307 483,596 572,344 

Sri Lanka Citizens •••• 53,322 66,900 117,075 122,197 137,797 185,035 
Other I nd i ans .•••••••• 24,388 22,784 27,107 41,350 48,094 53,751 
Estate Residents of 

Indian Origin ••••••• 44,249 38,148 28,112 22,360 17,831 24,058 
Pakistanis •••••••••••• 2,510 1,415 1,855 2,165 1,228 1,295 
Commonwealth 

Cit i zens ............ 19,278 24,002 28,405 28,114 6,001 5,000 
Other Al iens •••••••••• 95,365 123,744 152,530 202,121 272,645 303,205 

Source: Sri Lanka (1982), table 44 
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computational procedure is to insert these 

data into the balancing equation. Based upon 

the unadjusted 1971 census count of 12,689,897 

and the adjusted data from figure 5-27, the 

"expected" population at the time of the 1981 

census is derived as follows: 

Po + B - D + M 

12,689,897 + 3,716,878 - 1,002,108 

+ (-446,911) 

14,957,756 

The residual difference between the 

expected and enumerated 1981 census population 

is calculated as: 

e = E(Pl) - P1 

14,957,756 - 14,848,364 

109,392 

The result suggests that the Sri Lankan 

1981 census was enumerated less completely 

than the 1971 census by an amount equivalent 

to approximately three-fourths of 1 percent 

of the expected 1981 population count 

(109,392 ~ 14,957,756 = .0073). 

In order to derive an estimate of the 

level of net underenumeration in the 1981 

census on an absolute basis, the U.S. Bureau 

of the Census (1977) estimate of undercoverage 

in the 1971 census of approximately 1 percent 

was used to inflate the 1971 census count. 

The expected 1981 population count and resid­

ual error were then re-calculated as follows: 

Po (adjusted) + B - D + M 

12,816,796 + 3,716,878 - 1,002,108 

+ (-413,911) = 15,117,655 

e = E(Pl) - Pl 

15,117,655 - 14,848,364 

269,291 

On the basis of this estimate, the esti­

mated level of undercoverage in the 1981 cen­

sus would be approximately 1.8 percent 

(269,291 7 15,117,655 = .01781). 

The population balancing equation pro­

vides a basis for evaluating net census cover­

age error in instances in which two censuses 

have been taken and fairly reliable informa­

tion on the numbers of births, deaths, and 

nee international migrants between two census­

es is available or can be derived. Typically, 

sufficient information to permit the adjust­

ment of the number of recorded events for 

under-registration and other biases must also 

be available, since tl.ese often tend to be 

incomplete and/or deficient in other ways. 

Under these conditions, this method offers the 

advantages of being quite simple computation­

ally and providing reasonably accurate esti­

mates. 

In many countries, however, the appli­

cability of the method is limited by incom­

plete and defective data on the components or 

population change. Because the estimate of 

net census error in the balancing equation is 

derived as a residual of the difference be­

tween the enumerated and an expected census 

population, the method is sensitive to errors 

in any of the equation components. Accord­

ingly, the inability to adequately correct for 

deficiencies in any of the statistical systems 

providing the data for use in the balancing 

equation will bias the resulting estimate of 

net census coverage error. The use of the 

balancing equation should be approached with 

particular caution in countries with substan­

tial levels of international migration, since 

data on migration generally tend to be of 

lower quality than does information on the 

other components of population change. 

In some instances, a restricted form of 

the balancing equation can be used to obtain 

estimates of net census coverage error for 

certain segments of the population. For 
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example, in cases where births and deaths of 

infants and young children are severely under­

registered, only persons 5 years and above at 

the time of the first census and 5 + x years 

(where x represents the length of the inter­

censal period) might be considered along with 

deaths to this popul~tion and migration in the 

balancing equation. Similarly, in cases where 

birth registration alone is severely deficient, 

the balancing equation might be restricted to 

persons aged x years and above at the time of 

the second census. These restricted equations, 

while not yielding estimates of census cover­

age error for the entire population, will at 

least provide some information on the level 

of census coverage for a sizable proportion 

of it. 

Finally, it should be noted that the 

population balancing equation is generally 

not useful for obtaining estimates of net 

census coverage error for sub-national popu­

lations (regions or provinces, for example). 

The reason for this is that, in addition to 

the components of population change consider­

ed above, internal migration also has to be 

considered. In many instances, sufficiently 

detailed information on levels and trends of 

migration between sub-national areas will not 

be available. For most practical purposes, 

the use of the population balancing equation 

is limited to estimation of net coverage 

error at the national level. 

5. ANALYSES OF SUCCESSIVE CENSUSES USING 
ESTIMATES OF THE COMPONENTS OF 

POPULATION CHANGE 

In cases where vital registration data 

are not available or are deficient to such 

an extent that it is not possible to adjust 

the data in any satisfactory manner, the 

evaluation procedure based upon the use of 

the population balancing equation described 

in the preceding section will not be 

applicable. If, however, estimates of fertil­

ity and mortality levels during the intercen­

sal period can be derived (from a demographic 

surveyor a current or previous census, for 

example) these can be used in conjunction with 

the results of a previous census to derive an 

"expected" population to evaluate the results 

of a second census. 

5.1 &1..6,(,0 06 me:thod 

Essentially, this approach, the "cohort­

component" method, entails the "projection" 

of the population enumerated in the first 

census to the reference date of the second 

census based upon estimated levels and age 

schedules of fertility, mortality, and mi­

gration during the intercensal period. The 

"expected" population is then compared with 

the population enumerated in the second census. 

This approach differs from the method based 

upon the use of the population balancing equa­

tion, in that intercensal births, deaths, and 

migration are estimated on the basis of esti­

mates and/or assumptions regarding levels and 

age schedules of these parameters rather than 

directly available data based on registration 

systems. Like the population balancing equa­

tion approach, however, the resulting estimates 

of census error are "residual" estimates, and 

the cautions noted in connection with the 

balancing equation are also applicable. As 

was also the case in using the population 

balancing equation, the resulting estimates 

under the cohort-component approach are esti­

mates of relative or differential error in 

the two censuses. The method may be us~d in 

conjunction with an "adjusted" population 

from a previous census to derive estimates 

of census error in the second census on an 

absolute basis. 

The derivation of an expected population 

at the reference date of the second census 

entails three primary operations. First, the 
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population enumerated in the first census is 

"survived" on a cohort-by-cohort basis to 

the date of the second census based upon age­

specific survival rates from a life table 

assumed to represent intercensal mortality 

conditions in the population under study (see 

section 3 of chapter 4 for a summary of 

techniques of indirect estimation which may 

be used to select an appropriate life table) 

Second, the "surviving" cohort populations 

are adjusted to take into account intercensal 

immigration or emigration. Finally, the num­

ber and timing of births during the inter­

censal period are estimated on the basis of an 

assumed schedule of fertility rates and the 

projected population of females of child­

bearing age during the intercensal period. 

These births are then "survived" to the date 

of the second census to yield an estimate of 

the number of children under a certain ag~ 

expected in the second census. This project­

ed population is then compared with the popu­

lation enumerated in the second census. 

5.2 Vata ~eq~ed 

The following data are required to 

apply the cohort-component method: 

(1) The population enumerated in two 
successive censuses by age and sex. 
Age data either in single years or 
in 5-year age groups may be used. 

(2) Life table survival rates for males 
and females assumed to be representa­
tive of mortality conditions during 
the intercensal period. 

(3) A schedule of age-specific fertility 
rates for women aged 15 to 49 (in 
5-year age groups) assumed to repre­
sent the level and age structure of 
fertility during the intercensal 
period, or other fertility estimates 
from which age-specific fertility 
schedules may be derived. 

(4) An estimate of the sex ratio at 
birth. 

(5) Estimates of the level and age pat­
tern of net international migration 
during the intercensal per iod (where 
the level of net migration is sub­
stantial). Information or assump­
tions regarding the distribution of 

net migrants by I:1J1le of migration 
will also be needed. 

5.3 Computational p~oeedune 

The computational procedure presented 

below is described in a general form appli­

cable to intercensal periods of any length. 

In the most general application, a series 

of single-year projection intervals are used 

to project the population to the appropriabe 

reference date. The use of single-year pro­

jection intervals provides maximum flexibility 

in cases where the intercensal period is not 

a convenient multiple of 5, fertility and/or 

mortality levels have been changing rapidly 

and/or in a non-linear fashion during the 

intercensal period, or when annual migration 

data are to be used. Single-year projection 

intervals also are used in many of the widely­

available computer software packages for 

performing population projections. In cases 

where the length of the intercensal period is 

a convenient multiple of 5 years, the proce­

dure may be applied using grouped age data 

(i.e., 5-year age categories), abridged life 

tables, and projection intervals of 5 years. 

In these instances, the initial census popula­

tion classified into 5-year age groups is 

projected over one or more 5-year projection 

intervals until the reference date of the 

second census is reached. 

Accordingly, the formulae presented below 

describing the required computations are ex­

pressed in terms of projection periods of 

variable length i (where i is an index of the 

number of years in the projection period). 

Intercensal periods are understood to consist 

of a variable number of projection periods, 

depending upon the number of years between 

censuses and the length of the projection 

periods chosen. Further, it is understood 

that the use of single-year projection periods 

implies the availability of data by single 

years which are either directly available from 

the censuses or derived by "splitting" grouped 
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data using one of several well-~own methods 

(see U.S. Bureau of the Census, 1975, for 

a description of techniques for splitting 

age data and deriving single-year of age, 

unabridged, life-tables). 

5.31 Step 1: Surviving the population 

enumerated in the first census forward to 

the reference date of the second census.-­

The initial step in the procedure involves 

the projection of the population enumerated 

in the first census to the date of the second 

census taking intercensal mortality into ac­

count. Expected cohort survival rates for 

the intercensal period, (or more precisely 

for each projection period), are derived from 

the life table(s) chosen to reflect mortality 

conditions in the country using the following 

general formula: 

(5.13) 

Where: 

i 

S n x 

L 
n x 

L . 
n x+'l-

L . " 
S n X+1-

nx=--L­
n x 

the length of the projection 
period 

the life table survival rate 
for the cohort aged x to x+n 
at the time of the first census 

the number of life table person­
years lived in the age interval 
x to x+n 

the number of life table person­
years lived in the age interval 
x + i to x +n + i 

For the oldest (open-ended) age cate­

gory (75 years and older, for example), the 

following formula is applicable: 

(5.14) 

Where: 

i 

s wx 

s w x 

the oldest age attainable in 
the population 

the length of the projection 
period 

the life table survival rate 
for the population aged x and 
above 

T w x 
the number of life table person­
years lived at ages x and above 

the number of life table person­
years lived at ages x + i and 
above 

The computation of survival rates for 

children born during the intercensal period 

also requires a different formula which is 

given below in connection with the estimation 

of the number of intercensal births (see 

step 6 below). 

The cohort survival rates obtained in 

this fashion are then multiplied by the cohort 

population at the beginning of the projection 

period ( pO) to derive a preliminary expected 
n x 

cohort population at the end of the projection 

period 

(5.15) 

( Px+") as follows: n 1-

pl. pO X S 
nX+1- nx nx 

5.32 Step 2: Adjusting for migration.--
, 

In cases where net international migration is 

substantial, the "survived" cohort populations 

calculated as described above must be adjusted 

to reflect the effects of migration. Ideally, 

the adjustments should take into account not 

only the direct effects of the movement of the 

population across national boundaries, but also 

tpe indirect effects of subsequent migrant fer­

tility and mortality. 

What is required to make appropriate ad­

justments are (a) actual registration data on 

or estimates of the number of net migrants by 

age and sex during the intercensal period and 

(b) information on or assumptions about the 

distribution of net migrants by time of migra­

tion. Unless actual data by single calendar 

years are available or the timing of migration 

can be determined on some other basis, it will 

be necessary to assume that the net migration 

was distributed evenly across the years in the 

intercensal period; that is, that the popula­

tion grew (or declined) by an equal amount in 

.----~-~------------------- -----
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each year durprrg the intercensal period due to 

net migration. 

The basic procedure involved is to add/ 

subtract the number of migrants ~o/from the 

population at appropriate points in the inter­

censal period and treat the migrant population 

in the same manner with respect to fertility 

and mortality as the population enumerated in 

the first census (assuming that migrants are 

subject to the same schedules of fertility and 

mortality as the non-migrant population, an 

assumption which is often necessary due to 

lack of information on actual fertility and 

mortality levels of migrants). 

If estimates of annual net migration are 

available and l-year projection intervals are 

to be employed, the appropriate nu~ber of net 

migrants in each cohort may simply be added 

to or subtracted from the "survived" cohort 

on a year-by-year basis. In the most precise 

application, migrants would be added/subtract­

ed at the mid-point of each year, although in 

most cases adjusting cohort populations at the 

beginning or end of each year will suffice. 

If annual migration data are unavailable 

and/or 5-year projection intervals are to be 

used, an assumption about the distribution of 

migrants with regard to time of migration with­

in the projection period will, as noted above, 

be required. 

Under the assumption of an equal distri­

bution of net migrants across years of the 

intercensal or projection period, migrants 

would have immigrated to or emigrated from 

the country on average at the mid-point of 

the period and accordingly would have been 

exposed to the applicable schedules of fer­

tility and mortality over a period equal to 

one-half of the intercensal or projection 

period. On this basis, net migrants would 

be appropriately added to or subtracted from 

the "survived" population derived as described 

above at the mid-point of the projection period 

and included in or eliminated from the base 

population in all subsequent computations. 

fill additional compllcation to be resolved 

in dealing with migration concerns the alloca­

tion of migrants to census cohorts. This 

problem arises because migration figures 

usually relate to the age of the migrants at 

the time of migration and not at the time of 

a census. Accordingly, the "census" ages of 

net intercensal migrants classified by age 

at the time of migration must be estimated. 

If it can be assumed that, in addition 

to an even distribution across months/years 

of the projection period, migrants in each 

age group (at the time of migration) are evenly 

distributed with respect to age, net migrants 

may be assigned to projection-period cohorts 

by assuming that one-half of the migrants 

would have been in the same age group at the 

time of migration as at the beginning of the 

projection period, while one-half would have 

"aged" into the next higher age group between 

the beginning of the projection period and the 

time of migration. Accordingly, one-half of 

the net projection period migrants in a par­

ticular age group would be allocated to that 

age group at the beginning of the projection 

period, while the other half would be allo­

cated to the next younger age group at the 

beginning of the projection interval. 

Computationally, the introduction of net 

migrants (classified by age) at the mid-point 

of the projection period, the survival of 

these migrants to the end of the projection 

period, and the allocation to cohorts may be 

accomplished using the following formula: 

(5.16) 
A 1 
M . = -4 M (1 + S) nx+"l- nx nx 

+ 1 M . (1 + s .) 
4 n X+"l- n x+"l-

--------- ---~--------
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Where: 

i 

A 

M . n X+1-

M n x 

S n x 

M . n X+1-

s . 
n x+1-

the length 0 f the proj ection 
period 

the expected number of surviving 
net projection-period migrants 
ages x+i to x+n+i years at the 
end of the projection period 

the estimated number of net 
migrants aged x to x+n years at 
the time of migration 

the life-table survival rate for 
the population aged x to x+n years 

the estimated number of net 
migrants aged x+i to x+n+i 
years at the time of migration 

the life-table survival rate for 
the population aged x+i to x+n+i 
years 

The analogous expression for the oldest 

(open-ended) age category is: 

(5.17) 

Where: 

M w x 

i 

A 

M 
W x 

M . n X-1-

s . n X-1-

M 
W x 

s 
W x 

+1 M (1+ B) 
2 W x W x 

the oldest age attained in the 
population under study 

the length of the projection 
period 

the expected number of surviving 
net projection-period migrants 
aged x years and above at the 
end of the projection period 

the estimated number of net 
projection-period migrants aged 
x-i to x+n-i years at the time 
of migration 

the projection-period life-table 
survival rate for the population 
aged x-i to x+n-i years 

the estimated number of net 
projection-period migrants aged 
x years and above at the time 
of migration 

the projection-period of life­
table survival rate for the 
population aged x years and 
above 

Finally, the following formula is appli­

cable to the 0 to 4 age group: 

(5.18) 

Where all terms are as defined above, 

but specifically with regard to the population 

aged 0 to 4 years. 

A computationally simpler but less pre­

cise procedure would consist of simply adding 

or subtracting the estimated number of net 

migrants in each cohort either to or from the 

cohort population enumerabed in the first 

census or the "expected" cohort population 

at the time of the second census derived by 

surviving the enumerated first census cohort 

population forward to the second census date 

as described in section 5.31. An assumption 

implicit in this approach, however, is that 

all of the intercensal migration occurred 

either at the beginning or at the end of the 

intercensal period. To the extent that this 

is not the case, the resulting estimates 

of the effects of migration on the size of 

cohorts enumerated in t·he second census will 

either be overstated or understated. However, 

in cases where the level of migration is 

modest, the resulting bias may be tolerable 

in view of the gain in computational simplic-

ity. 

5.33 Step 3: Calculation of the aver­

a~e number of women of childbearing age 

during the intercensal period.--After having 

made adjustments for migration (as necessary), 

the next step in the computational procedure 

is to estimate the number of births occurring 

during the projection period which survived 

to the end of the period. The first step in 

this procedure is to estimate the number of 

women "at risk" to childbearing during the 

projection period. Because fertility rates 

vary considerably by age, an estimate of the 

average number of women at each age in child­

bearing years during each projection period 

is needed. 

The average number of women in any age 

group x to x+n during a projection period may 
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be calculated as the average of the population 

aged x to x+n at the beginning of the pro­

jection period and the projected population 

of females aged x to x+n at the end of the 

period. The average number of females in 

each age group beginning with women in the 

15 to 19 age category up to and including 

the 45 to 49 age category would be calculated 

as follows: 

(5.19) 

Where: 

r 
n x 

pO 
n x 

pI 
n x 

-p 
n x 

pO + pI 
n x n x 

2 

average number of females aged x 
to x+n in the projection period 

the number of females aged x to 
x+n at the beginning of the pro­
jection period ' 

the projected number of females 
aged x to x+n at the end of the 
projection period 

5.34 Step 4: Estimation of the number 

of births during the projection period.--The 

number of births in the projection period may 

be estimated by multiplying the average number 

of women in each age category, P, by the n x 
assumed age specific fertility rate, denoted 

f J as in equation (5.20). This will yield 
n x 
an estimate of the number of births per year 

for women aged x to x+n; summing across ages 

up to age 49 will yield an estimate of the 

total number of births in the projection 

period. If 5-year grouped age data is used, 

this sum must be multiplied by 5 to derive 

an estimate for the 5-year period. Symboli­

cally, 

(5.20) B 

B 

Where: 

B 

49 
~ (p • f) for a 1-year 

x=15 n x n x 

projection period, or 
45-49 

5' ~ (P • f) 
n x n x 

x=15-19 
projection period 

for a 5-year 

the estimated number of births 
during the projection period 

p 
n x the average number of women in the 

age group x to x+n years during 
the projection period 

the age specific fertility rate 
(per woman) for women aged x to 
x+n years during the projection 
period 

5.35 Step 5: Distributing the estimated 

number of births by sex.--To obtain an esti­

mate of the number of male and female births, 

the estimated or known sex ratio at birth, 

SRB, is used as in the following equation to 

estimate the proportion of births which are 

females: 

(5.21) SRB 
peT F = 1 - 1 + SRB 

This estimated proportion is then applied 

to the estimate of total births during each 

projection interval segment to estimate the 

number of female births and, by subtraction 

of this result from the estimated total number 

of births, the number of male births. For 

example, with a sex ratio at birth of 1.05, 

the proportion of female births would be 

estimated as 1 - 1.05/2.05 = .488. The total 

number of female births would be estimated as 

Bf = B x (.488) and the number of male births 

as If" = B - sf 
5.36 Step 6: Surviving intercensal 

births to the end of the projection period.-­

The size of the cohort of children born during 

the projection period "expected" at the end of 

the projection period is estimated by applying 

appropriate life table survival rates to the 

estimated numbers of male and female births. 

The expected population of females aged 0 to 1 

or 0 to 4 years at the end of the projection 

period, for example, would be estimated as: 

(5.22) l pf = sf . (lL /i ) for a 1-year 
o 0 0 

projection period, and 

pf = Bf • (L + L /5 • t ) for a 
50 10 41 0 

5-year projection period 
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Where: 

pi' = the "expected" population of fe-
1 D males aged 0 to 1 at the end of 

the projection period 

5pi' = the "expected" population of fe­
D males aged 0 to 4 at the end of 

the projection period 

Bf = the estimated number of female 
births during the 1- or 5-year 
projection period 

1L! the life-table number of person 
D = years lived in the 0 to 1 and 1 to 

4L} 4 age intervals, respectively 

the number of births per year in 
the life table population, referred 
to as the "radix" of the life table 
and ordinarily equal to 100,000 

The expected number of males aged 0 to 4 

would be de~ived in a similar fashion. 

5.37 Step 7: Comparison of the expect­

ed and enumerated census populations.--The 

final step in the procedure is to compare the 

population (by age and sex) enumerated in the 

second census with the expected population de­

rived as described above. 

5. 4 Example)., 

To illustrate the use of the cohort­

component method, the method was applied to 

the 1980 censuses of the Philippines and 

Indonesia. The Philippines example illus­

trates the use of grouped age data, an abridg­

ed life table, adjustments for intercensal mi­

gration, and 5-year projection intervals in 

projecting the population enumerated in the 

1970 census forward to the date of the 1980 

census. In the Indondesian example, a series 

of nine single year projection intervals are 

used to derive an expected 1980 census popula-

FigUI'e 5-29. ENUMERATED 1970 AND 1980 CENSUS POPULATION OF 
THE PHILIPPINES, BY AGE AND SEX 

tion based on the results of 

the 1971 census and indirect 

estimates of levels of fer­

tility and mQrtality during 

the intercensal period. 

(Population in thousands) 

Males Females 

Age 1970 1980 1970 1980 
Census Census Census Census 

(I) (2) (3) (4) 

Total ............. 18,250 24,129 18,434 23,970 

o to 4 years ..••....... 2,965 3,933 2,871 3,733 
5 to 9 years ..•........ 3,001 3,397 2,894 3,209 
10 to 14 years •........ 2,547 3,036 2,478 2,914 
15 to 19 years ........• 1.983 2,567 2,097 2.689 
20 to 24 years ......... 1.527 2,210 1,624 2,378 

25 to 29 years ......... 1,189 1,918 1,274 1,936 
30 to 34 years ......... 1,008 1,521 1,064 1,478 
35 to 39 years •........ 941 1,228 958 1,191 
40 to 44 years ......... 732 1,046 753 1,031 
45 to 49 years ......... 626 825 656 836 

50 to 54 years ......... 502 683 514 704 
55 to 59 years ......... 403 529 405 566 
60 to 64 years ......... 311 441 302 465 
65 to 69 years •......•• 191 349 197 369 
70 to 74 years •.....•.. 151 216 142 224 
75 years or older ...... 164 230 189 248 

Unknown age .•.•........ 10 - 19 -

SOUI'ce: ·1970 census population pepopted in Philippines 
(1974), table I-7; 1980 census population pepopted in 
Philippines (1983), table 3. 

5.41 1980 census of 

the Philippines.--In this 

example, the cohort-component 

method is used to evaluate . 

the 1980 census of the Philip­

pines. The 1980 census counts 

of ,population classified by 

age and sex are shown in 

columns (2) and (4) of figure 

5-29. The corresponding counts 

from the 1970 census, which 

are used in deriving an ex­

pected 1980 census popula-

tion, are shown in columns 

(1) and (3). 

In this example, the 

1970 census population is pro­

jected forward 5 years to the 

mid-point of the intercensal 

period (May 1975) and then 



Chapter 5 APPLICATION OF SELECTED DEMOGRAPHIC TECHNIQUES FOR CFNSUS EVALUATION 167 

over a subsequent 5-year projection interval 

to the reference point of the 1980 census 

(May 1980). While the intercensal period 

in this case is not exactly 10 years (the 

1970 census having been conducted with a 

May 6 reference date, while the reference 

date for the 1980 census was May 1), this 

difference will have a negligible effect on 

the resulting estimates. To maximize pre-

cision, one of the census populations could 

have been "moved" 5 days to create an inter-

censal period of exactly 10 years. For the 

purpose of this example, however, an inter-

censal period of exactly 10 years is assumed. 

The expected 1975 population (that is, 

the population at the end of the first 5-year 

projection period) was derived in the follow­

ing manner. The 1970 census population was 

first survived forward based upon life-table 

survival rates derived from various direct 

and indirect estimates of mortality levels 

during the intercensal period. These esti­

mates are summarized in figure 5-30. Esti­

mates for 1970 were derived by the U.S. 

Bureau of the Census (1984c) based upon 

adjusted death registration data for the 

1960-1970 period (see also United Nations 

1976, and Mijares 1974). The 1975 estimates 

Figu:re 5-30. ESTIMATED AND PROJECTED INFANT 
MORTALITY RATES AND LIFE EXPECTANCY AT 
BIRTH FOR THE PHILIPPINES, SELECTED YEARS 
DURING THE 1970-1980 INTERCENSAL PERIOD 

Mortality measure 

I nfant Mortal ity Rate 

Mal es .....•.•..•...... 
Females ...........•..• 

Life Expectancy 
at Birth 

Mal es ...•.•........... 
Fema 1 es .............•. 

Reference Year 
1970 1975 1980 

92 
69 

56.0 
62.4 

73 
58 

59.2 
64.1 

66 
51 

60.7 
65.8 

Source: U.S. Bu:reau of the Census (1984c), 
tab~es 9 and 10. 

were derived through the application of the 

Brass Growth Balance technique to death regis­

tration data and the results of the 1975 cen­

sus (Pagtolun-an 1983) and analyses of infant 

mortality rates derived from the 1978 Republic 

of the Philippines Fertility Survey (Philip­

pines 1979). The 1980 estimates were derived 

by logistically projecting the 1975 estimates 

of expectation of life at birth forward based 

upon assumed average rates of improvement of 

.25 and .275 years per calendar year for 

males and females, respectively (U.S. Bureau 

of the Census 1984c). 

The life tables implied by these estimates 

were then used to derive life tables for each 

of the projection periods (1970-1975 and 1975-

1980). The life table for the 1970-1975 peri­

od was derived by taking the average values 

of the 1970 and 1975 life tables. Correspond­

ing values for the 1975-1980 period were de­

rived in a similar fashion based on the esti-

mated 1975 and 1980 life tables. The L n x 
values of these projection-period life tables 

and the implied 5-year survival rates (SSx) 

are shown in figure 5-31. 

The S values from figure 5-31 were then n x 
applied to the 1970 census counts from figure 

5-29 to derive a preliminary expected count 

of population aged 5 years and above in 1975 

shown in figure 5-32 (column 2). 

The migration data used in deriving an 

expected 1975 population were assembled by 

U.S. Bureau of the Census (1984c) based upon 

immigration statistics of the United States 

and Canada, a primary point of destination 

for Filipino migrants, and estimates of male 

labor migration to middle-eastern countries 

based on several sources (see U.S. Bureau of 

the Census, 1984c). Figure 5-33 shows the 

estimated number of migrants by age and sex 

during the 1970-1975 and 1975-1980 periods. 

The 1970, 1975, and 1980 data were allocated 

with regard to the reference dates of the 
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Figure 5-31. VALUES OF SLx AND 5Sx FROM LIFE TABLES FOR THE 1970-1975 AND 1975-1980 PERIODS 
BY AGE AND SEX, PHILIPPINES 

1970-1975 1971i- ]<380 
Sex and age 

T 
-. 

I 5Lx 5Sx SLx 5Sx 

Males 

o to 4 years ....... 451,623 0.9691 459,091 0.9747 
5 to 9 years ......• 437,670 0.9903 447,479 0.9914 
10 to 14 years ..... 433,409 0.9910 443,643 0.9920 
15 to 19 years .•..• 429,517 0.9854 440,085 0.9862 
20 to 24 years ..... 423,240 0.9794 434,006 0.9826 

25 to 29 years ••... 414,525 0.9756 426,453 0.9795 
30 to 34 years .•... 404,390 0.9711 417,705 0.9752 
35 to 39 years ..... 392,707 0.9649 407,356 0.9687 
40 to 44 years ..... 378,908 0.9563 394,610 0.9603 
45 to 49 yea rs ..... 362,332 0.9437 378,927 0.9486 

50 to 54 years .•..• 341,938 0.9252 359,444 0.9318 
55 to 59 years ..•.. 316,354 0.8927 334,921 0.8970 
60 to 64 years ••... 282,418 0.8542 300,991 0.8625 
65 to 69 years ..••• 241 ,238 0.8082 259,612 0.8173 
70 to 74 years ....• 194,978 0.7186 212,200 0.7189 
75 years or older •• 252,219 0.4445 275,758 0.4475 

Females 

o to 4 years ....... . 461 ,182 0.9740 466,868 0.9786 
5 to 9 years ..•..•• 449,144 0.9923 456,859 0.9933 
10 to 14 years ..... 445,696 0.9940 453,773 0.9945 
15 to 19 yea rs .•..• 443,020 0.9917 451,298 0.9914 
20 to 24 years ..•.. 439,329 0.9887 447,435 0.9906 

25 to 29 yea rs .•..• 434,343 0.9853 443,246 0.9870 
30 to 34 years ...•• 427,9(' 0.9812 437,469 0.9831 
35 to 39 years ••.•. 419,894 0.9766 430,087 0.9788 
40 to 44 years ..••• 410,065 0.9715 420,959 0.9741 
45 to 49 years .•... 398,388 0.9638 410,042 0.9666 

50 to 54 years ••.•. 383,952 0.9497 396,350 0.9543 
55 to 59 years .•... 364,895 0.9226 398,228 0.9250 
60 to 64 years ..•.. 336,637 0.8854 349,864 0.8892 
65 to 69 years .••.• 298,068 0.8359 311,090 0.8403 
70 to 74 years ••..• 249,162 0.7531 261,419 0.7504 
75 years or older •• 361,285 0.4806 378,933 0.4823 

Source: Derived as described in text from u.s. Bureau 
of the Census (1984 c), tables 10 and 14. 

projection periods assuming an equal distri­

bution of migrants by month in these years. 

Accordingly, two-thirds' (8 months + 12 months) 

of the net emigration in 1970 was assumed to 

have occurred after the reference date of 

the 1970 census (May 6), which is also the 

reference starting point of the 1970-1975 

projection period. Similarly, one-third of 

the 1975 net emigration was assumed to have 

occurred within the 1970-1975 projection 

interval, with the remaining two-thirds 

allocated to the 1975-1980 projection period, 

along with one-third of the 1980 net emi­

grants. 

Net emigrants during the 1970-1975 

period were survived to 1975 and allocat­

ed to census cohorts following the pro­

cedure described above in step 2 of the 
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~ U'l 

ITI 

~ r 
ITI 

~ n-
-.. c;J -t 

50 to 54 years ..•.• 502 591 - 2 589 661 - 5 656 
55 to 59 years •..•. 403 465 - 1 464 549 - 4 545 
60 to 64 years •.•.• 311 360 - 1 359 416 - 4 412 
65 to 69 years .•••• 191 266 - 1 265 310 - 4 306 
70 to 74 years •...• 151 154 - 1 153 217 - 3 214 

75 years or older •. 164 182 - 1 181 191 . - 1 190 

Females 

~ ITI 

~ 
0 

"=S .: 0 
N ITI ~ ~ '1::18 ~ 
<"I- 0 
<:-,. i:I:::i:I::: '" 't 
C) ~§5 ;;0 
;:s » g( -u 
<:-,. :c 
;:s '1::I<J 

~~ 
n 

<"I-
;:s-' -t 
C) Ci)~ ITI I, .: n 
Ci) 

~ :c 
~ z 

o to 4 years •.•.•• 2,874 - 4 3,347 - - 2 3,896 
5 to 9 years .•••.• 2,897 2,799 - 8 2,791 3,275 - 6 3,269 

10 to 14 yea rs .•..• 2,481 2,875 - 6 2,869 2,772 - 7 2,765 
15 to 19 years •••.• 2,099 2,466 - 7 2,459 2,853 - 8 2,845 
20 to 24 years .•.•• 1,626 2,082 -14 2,068 2,438 -14 2,424 

25 to 29 years •••.• 1,275 1,608 -20 1,588 2,049 -25 2,024 
30 to 34 years ..... 1,065 1,256 -17 1,239 1,567 -25 1,542 
35 to 39 years •••.• 959 1,045 -11 1,034 1,218 -14 1,204 
40 to 44 years ••••. 754 937 - 7 930 1,012 - 7 1,005 

il '-3 p 
(I) 

~ c 
'- ITI 

~ 
U'l 

CJ ., 
~ 0 

;;0 

'-3 n 
CJ ITI 

Z 

~ 
U'l 
C 

t'j U'l 

'-' ITI 
<0 < 
co » 
c::, r 

45 to 49 years ..•.• 657 733 - 4 729 906 - 5 901 C 

&3 
» 
-t 

50 to 54 years •..•. 515 633 - 3 630 705 - 4 701 
55 to 59 yea rs •••.• 405 489 - 3 486 601 - 5 596 

~ 0 

§5 z 

60 to 64 years ..•.. 302 374 - 3 371 450 - 6 444 
65 to 69 years ••••• 197 267 '- 2 265 330 - 5 325 
70 to 74 yea rs ••.•. 142 165 - 1 164 223 - 4 219 

~ 
~ 
t'j 

75 years or older .• 189 198 - 1 197 218 - 1 217 (j\ 
- 1..0 

lAge unknowns from figure 5-29 distributed proportionally across age categories. 
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computational procedure. The estimate of 

-10,000 for males aged 25 to 29 in 1975 shown 

in column (3) of figure 5-32, for example, 

was derived by applying formula (5.16) to the 

net emigration estimates for males aged 20 to 

24 and 25 t,o 29 from figure 5-33 and the age­

specific life table survival probabilities 

from figure 5-31. 

1 1 
5M25 = 4 5M20 (1 + 5S20) + 45M25 (1 + 5S25) 

= [(.25) (9750) + (.25) (9750) (.9794)] 

+ [(.25)(10066) + (.25)(10066)(.9756)] 

4825 + 4972 

9797 'i! 10,000 

The estimates for the other age cate­

gories (ages 5 and above) shown in column (3) 

of figure 5-32 were derived 

Figure 5-33. ESTIMATED NUMBER OF NET EMIGRANTS FROM THE in a similar fashion on the 

PHILIPPINES BY AGE AND SEX: 1970-1975 AND 1975-1980 

1970-1975 1975-1980 
Age 

Males Females Males Females 

o to 4 years •..•••• 8,540 8,124 4,300 4,012 
5 to 9 years ..•.... 8,655 8,377 8,493 8,040 
10 to 14 years ...•. 6,024 4,574 7,179 6,593 
15 to 19 years ••... 6,739 8,412 12,866 8,726 
20 to 24 years .•... 9,750 19,572 23,504 19,699 

25 to 29 years •••.• 10,066 19,785 31,434 31,058 
30 to 34 years ..•.. 8,814 13,592 23,916 18,721 
35 to 39 years ••.•• 6,496 9,298- 14,167 9,025 
40 to 44 years ..••• 3,168 4,322 9,117 5,757 
45 to 49 years ....• 1,934 2,728 5,317 4,128 

50 to 54 years .••.• 1,575 2,799 3,920 4,220 
55 to 59 years .••.. 1,379 2,764 3,503 6,448 
60 to 64 years ..••• 1,536 2,759 4,200 6,790 
65 to 69 years ...•• 1,229 2,051 3,494 4,564 
70 to 74 years .•••. 837 1,101 3,134 4,042 
75 years or older •. 379 272 1,319 1,799 

Source: Based on estimates prepared for and summarized 
in u.S. Bureau of the Census (1984 c), tabZe 36. 

Figure 5-34. ES'1'IMATED AND PROJECTED AGE-SPECIFIC AND TOTAL 
FERTILITY RATES FOR THE PHILIPPINES FOR SELECTED YEARS, 
1968 to 1980 

basis of formulae (5.16) and 

(5.17). These estimates 

were then used to adjust 

the preliminary 1975 cohort 

counts from column (2) as 

sho,m in column (4). 

The expected 1975 

population aged 0 to 4 years 

was derived by estimating 

the number of births (by 

sex) during the 1970-1975 

period, surviving the esti­

mated number of births to 

the end of the 1970-1975 

projection i1}terva,l, and 

adjusting for the estimated 

level of net emigration 

during the projection peri­

od. The number of births 

during this period was esti­

mated based on the average 

number of females in each age 

group from 15 to 49 years and 

estimates of age-specific fer­

tility rates during the pro­

jection period. Estimates of 

age-specific fertility rates 

(ASFR) for various reference 

points from 1968 to 1980 are 

shown in figure 5-34. For 

this example, the estimate 

for 1973 derived from the 

1973 National Demographic 

Survey (Concepcion 1974) 
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was used as an approximation of the average 

level of fertility during the 1970-1975 peri­

od. Alternatively, an estimate for the exact 

mid-point of the projection interval could 

have been obtained by interpolating between 

the 1968 and 1975 estimates. 

The estimated number of births in the 

1970-1975 period was calculated as indicated 

in figure 5-35. The average number of women 

in each age category of the child bearing 

years during the projection period was 

derived as the average of the number of 

women in each age category at the beginning 

of the projection period (from column 1 of 

figure 5-32) and the projected number at 

the end of the projection interval (column 4 

of figure 5-32). The average number of 

women "at risk" in each age category was 

multiplied by the appropriate age-specific 

fertility rate to derive the estimated 

number of annual births during the projection 

period shown in figure 5-35. The total 

number of projection period births was 

estimated by multiplying the result by 5 

(5 x 1,489,000 = 7,445,000 for 1970-1975). 

Assuming a sex-ratio-at-birth of 105, 48.8 

percent of these births were assumed to 

have been females (.488 x 7,445,000 = 

3,633,160) and 51.2 percent to have been 

males (.512 x 7,445,000 = 3,811,800). 

Male and female births were then sur­

vived forward to May 1975 on the basis of the 

life table survival probabilities shown in 

figure 5-31 and formula (5.18). For males, 

the survival probability of .9033 (5L /5 • ~ 
o 0 

451,623/500,000 = .9033) was used; and for fe-

males .9224 (461,182/500,000) was used. Ac-

cordingly, an estimated 3,443,235 males 

(3,811,840 x .9033) and 3,351,227 females 

(3,633,160 x .9224) were expected to have sur-

vived to the end of the projection period. 

These estimates were then adjusted for 

net emigration during the projection period 

on the basis of the migration estimates shown 

in figure 5-33 and formula (5.18). The ad­

justment for males was calculated as follows: 

1 
4 5M

o (1 + 5S
o) 

[(.25)(8540) + (.25)(8540)(.9033)] 

2,135 + 1,929 

4,064 

- 4,000 

The corresponding estimate for females 

was 3,900. 

These estimates were then subtracted 

(since they represent net emigration) from 

the estimated number of surviving ma~e and 

female births to yield the expected counts 

of males and females aged 0 :to 4 at the end 

of the 1970-1975 projection period shown 

in figure 5-32. 

The projected 1975 population shown in 

column (4) of figure 5-32 was then used as 

the starting population for the 1975-1980 

Figure 5-35. WORKSHEET SHOWING COMPUTATIONS OF THE ESTIMATED NUMBER OF ANNUAL BIRTHS IN THE" 
PHILIPPINES: 1970-1975 AND 1975-1980 

1970 - 1975 1975 - 1980 

Age of Women 1970 1975 Avg ASFR Births 1975 1980 Avg ASFR Births 
--

15 to 19 years •.•.• 2,099 2,459 2,279 .054 123 2,459 2,845 2,652 .041 109 
20 to 24 yea rs ...•• 1,626 2,068 1,847 .221 408 2,068 2,424 2,246 .204 458 
25 to 29 years ••.•. 1,275 1,588 1,432 .269 385 1,588 2,024 1,806 .236 426 
30 to 34 yea rs .•••• 1,065 1,239 1,152 .250 288 1,239 1,542 1 ,391 .241 335 
35 to 39 yea rs ••••• 959 1,034 997 .188 187 1,034 1,204 1 ,119 .172 193 
40 to 44 years ....• 754 930 842 .095 80 930 1,005 968 .089 86 
45 to 49 yea rs .. , .• 657 729 693 .026 18 729 901 815 .018 15 

------------ ------
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projection interval and the steps described 

above repeated using the 1975-1980 life-table 

survival rates from figure 5-31, the estimates 

of net emigration from figure 5-33, and the 

estimated schedule of age-specific fertility 

rates for 1977 from figure 5-34. The steps 

are documented in columns (5) through (7) of 

figure 5-32. The final results of this pro­

cedure, the expected population at the time 

of the 1980 census, are shown in column (7) 

of figure 5-32 and columns (2) of figure 5-36 

(for males and females, respectively). 

The results of the comparison between 

the expected and enumerated 1980 census popu­

lations are shown in figure 5-36. Differences 

in terms of thousands of population are shown 

in column (3), and in percentage terms in 

column (4). 

Overall, the differences between the 

expected and enumerated male populations is 

small, suggesting that the level of complete­

ness of enumeration of males in the 1980 cen­

sus was very close to that in the 1970 census, 

while females were enumerated 1.67 percent 

less completely in the 1980 census than in 

1970. This sex differential in relative cover­

age would appear to have resulted primarily 

from differences in coverage in the 30 to 39 

ages range, where the expected population 

of females consistently exceeds the enumerated 

population while the opposite is true 

for males. This pattern raises the possibil­

ity that the migration data used in deriving 

the expected populations may have been flawed. 

In several other respects, the pattern 

of error suggested by figure 5-36 conforms 

to patterns of error frequently observed in 

population censuses. The deficit of popula­

tion aged 0 to 4, for example, is likely to 

reflect the tendency to undercount infants 

and young children. The significant excess 

of population aged 10 to 14 in the enumerated 

as compared to the expected 1980 population 

suggests that the population aged 0 to 4 in 

the 1970 census may have been seriously under­

enumerated. The deficit of population aged 

15 to 24 of bobh sexes also is observed quite 

frequently, likely reflecting difficulties 

typically encountered in enumerating highly 

mobile segments of the population. The large 

excesses of population at age 60 years and 

above are likely to reflect severe age ex­

aggeration. 

The results, then, suggest that the 1980 

census was underenumerated by approximately 

0.8 percent (for both sexes combined) in com­

parison with the 1970 census. If the U.S. 

Bureau of the Census (1984c) estimate of 4.7 

percent net underenumeration in the 1970 cen­

sus is accepted, the implied level of net 

undercoverage in the 1980 census of the Philip­

pines would be roughly 5.5 percent. 

5.42 1980 census of Indonesia.--In this 

example, the cohort-component method is used 

to evaluate the 1980 census of Indonesia. 

This example illustrates the use of a series 

of single-year projections in a situation 

where the number of years separating'succes­

sive censuses is not a convenient multiple 

of 5 (the most recent previous Indonesian 

census having been conducted in 1971). 

The population enumerated in the 1980 

census classified by age (in 5-year age 

groups) and sex is shown in columns (3) and 

(6) of figure 5-37 (for males and females, 

respectively). The male and female population 

enumerated in the 1971 census, which is used 

as the basis for deriving an expected popu­

lation at the time of the 1980 census, is 

shown in columns (1) and (4), respectively. 

In this example, the adjusted 1971 cen­

sus population counts shown in columns (2) and 

(5) are used to derive an expected 1980 census 

population. These adjusted census counts were 

derived at the U.S. Bureau of the Census (1984b) 

using a cohort-component approach similar to 
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Figure 5-36. ENUMERATED AND EXPECTED 1980 CENSUS POPULATION OF THE PHILIPPINES~ BY AGE AND SEX 

(Population ~n thousands) 

Enumerated Expected Percentage 
Age Popul at i on Population Di fference Di fference 

(1) ( 2) (3) = (1) - (2) (4) = g~ x 100 

Male 

A 11 ages ..... 24, 129 24,128 +1 +0.00 

0 to 4 years .... 3,933 4,020 -87 -2.16 
5 to 9 years .... 3,397 3,346 +51 +1.52 
10 to 14 years .. 3,036 2,834 +202 +7.13 
15 to 19 years .. 2,567 2,928 -361 -12.33 
20 to 24 years .. 2,210 2,467 -257 -10.42 

2S to 29 years .. 1,918 1,886 +32 +1.70 
30 to 34 years .. 1,521 1,429 +92 +6.44 
35 to 39 years .. 1,228 1,104 +124 + 11 .23 
40 to 44 years .. 1,046 931 +115 +12.35 
45 to 49 years .. 825 860 -35 -4.07 

50 to 54 years .. 683 656 +27 +4.12 
55 to 59 years .. 529 545 -16 -2.94 
60 to 64 years .. 441 412 +29 +7.04 
65 to 69 years .. 349 306 +43 +14.05 
70 to 74 years .. 216 214 +2 +0.93 
75 years 

and older .... 230 190 +40 +21.05 

Fema 1 e 

A 11 ages ..... 23,970 24,377 -407 -1.67 

0 to 4 years .... 3,733 3,896 -163 -4.18 
5 to 9 years .... 3,209 3,269 -60 -1.84 
10 to 14 years .. 2,914 2,]65 +149 +5.38 
15 to 19 years .. 2,689 2,845 -156 -5.48 
20 to 24 years .. 2,378 2,424 -46 -1.90 

25 to 29 years .. 1,936 2,024 -88 -4.35 
30 to 34 years .. 1,478 1,542 -64 -4.15 
35 to 39 years .. 1 , 191 1,204 -13 -1 .08 
40 to 44 years .. 1,031 1,005 +26 +2.59 
45 to 49 years .. 836 901 -65 -7.21 

50 to 54 years .. 704 701 +3 +0.43 
55 to 59 years .. 566 596 -30 -5.03 
60 to 64 years .. 465 444 +21 +4.73 
65 to 69 years .. 369 325 +44 +13.54 
70 to 74 years .. 224 219 +5 +2.28 
75 years 

and older .... 248 217 +31 +14.29 

Source: Enumerated 1980 Census Population reported in Philippines (1983); expected population 
derived as described in text. 
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that being described here. Under the assump­

tion that the adjusted 1971 census figures 

accurately portray the Indonesian population 

at the time of the 1971 census (September 6 

through 24), these data may be used to derive 

an estimate of net error in the 1980 census 

on an absolute basis. 

The cohort-component procedure was appli­

ed to the adjusted 1971 census counts by 

single-years of age (not shown) and sex in 

the following manner. First, the 1971 census 

population was survived using estimated life­

table survival probabilities corresponding to 

different points in the intercensal period. 

The mortality estimates used in developing 

the life tables are summarized in figure 5-38. 

The estimates for the 1961-1971 period were 

derived on the basis of analyses of adjusted 

census survival ratios between the 1961 and 

1971 censuses and the application of Brass 

mortality techniques to data from the 1971 

census and the 1964-1965 National Socio­

Economic Survey (U.S. Bureau of the Census 

.1975a); the 1976 estimates were derived from 

analyses of sample vital registration data 

(Gardiner 1978), data from the 1979 National 

Socio-Economic Survey (Indonesia 1981), and 

the 1980 census (Indonesia 1983). The 1980 

estimates were derived by projecting the rate 

of increase in life expectancy at birth in the 

1960's to 1976 forward to 1980 (U.S. Bureau 

of the Census 1984a). 

Figure 5-37. ENUMERATED AND ADJUSTED 1971 CENSUS POPULATION AND ENUMERATED 1980 CENSUS POPULA­
TION OF INDONESIA, BY AGE AND SEX 

(Population in thousands) 

Males Females 

Age 1971 Census 197 1 Census 
1980 Census 1980 Census 

Enumerated Adjusted Enumerated Enumerated Adjusted Enumerated 
(1) (2) (3) (4) (5) .(6) 

A 11 ages ......... 68,339 62,493 72,952 60,029 63,251 73,825 

o to 4 years .......•.. 9,606 10,389 10,816 9,493 10,117 10,375 
5 to 9 years ••.•...•.. 9,525 9,072 10,832 9,237 8,901 10,400 
10 to 14 years .•..••.. 7,353 8,190 9,132 6,826 8,023 8,487 
15 to 19 years ..•.•..• 5,588 7,228 7,513 5,738 7,085 7,771 
20 to 24 years .••..••. 3,602 4,771 5,979 4,429 4,813 7,023 

25 to 29 years ...•.•.. 3,978 4,394 5,613 4,947 4,513 5,731 
30 to 34 years ...•.... 3,690 4,212 4,023 4,214 4,394 4,144 
35 to 39 years .••.. , .. 3,948 3,824 4,191 4,031 4,031 4,359 
40 to 44 years .••.•.•• 3,064 3,050 3,644 3,038 3,250 3,776 
45 to 49 years ........ 2,427 2,351 3,013 2,223 2,526 3,137 

50 to 54 years ....•••. 1,903 1,783 2,718 1,961 1,958 2,692 
55 to 59 years .•••..•. 1,126 1,289 1,721 1,100 1,447 1,670 
60 to 64 years •...•... 1,082 861 1,559 1,256 991 1,669 
65 to 69 years ........ 549 542 811 594 666 903 
70 to 74 years •...••.• 510 338 689 528 470 842 
75 years or older ..... 380 198 688 406 338 837 

Age unknown .•..•.•.. ,. 7 11 8 9 

Source: 1P77 mwnerated population reported in Indonesia (1975), table 2; 1971 adjusted 
population repupted in U,S, Bureau of the Census (1984), table 5; 1980 census population 
reported in Indonesia (1983), table 2. 
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FigW'e 5-38. ESTIMA'I'ED AND PROJECTED INFANT 
MORTALITY RATES AND LIFE EXPECTANCY AT 
BIRTH FOR INDONESIA, SELECTED YEARS DURING 
THE 1971-1980 INTERCENSAL PERIOD 

Mortality Measure 

Infant Mortal ity Rate 

Males ................• 
Femal es .•............. 

Life Expectancy 
at Birth 

I 

Ma I es .....•.....• , .... 
Females .............•. 

Reference Year(s) 

1961-
1971 

155 
142 

37.4 
40.0 

1976 

120 
104 

49.2 
51. 9 

1980 

108 
93 

52.0 
55.0 

SoW'ce: U.S. Bureau of the Census (1984), 
taMes 9 and 10. 

The L values from the abridged life n x 
tables derived on the basis of these mortal-

ity estimates are shown in figure 5-39. Life­

table values for single years of age were 

derived by applying conventional "splitting" 

formulae to the grouped life-table data (see 

U.S. Bureau of the Census 1975a). Life-

table values for the years between those for 

which estimates were available were obtained 

by interpolating linearly between the values 

for the years 1971, 1976, and 1980. The 

single-year L values were then used to n x 
survive the adjusted 1971 census population 

yearly during the 9-year intercensa1 period 

to September 1980, the reference point of 

the 1980 census. 

In the case of Indonesia, net inter­

national migration during the intercensa1 

period was of a sufficiently small magnitude 

that it may be safely ignored in the projec­

tion procedure. Accordingly, the expected 

number of persons in 1971 who were alive at 

the time of the 1980 census is derived solely 

on the basis of the 1971 adjusted census 

counts and estimated mortality schedule as 

shown in column (2) of figure 5-40. 

The "survived" population of females was 

then used to estimate the number of inter­

censal births and expected survivors of these 

births at the date of the second censu&. The 

assumed level and age-structure of fertility 

at various points in the intercensa1 period 

used in deriving the estimates of the number 

of births are summarized in figure 5-41. The 

estimates for the 1971-1975 period were de­

rived from the 1976 Intercensa1 Population 

Survey (SuharLo and Cho 1978), while those 

for 1976-1979 were based upon "own-children" 

estimates from the 1980 census (Indonesia 

1982). Fertility estimates for 1980 were 

derived on the basis of a projected continuing 

decline in fertility levels by the U.S. Bureau 

of the Census (1984a). 

Estimates of the number of births in 

each year during the projection period were 

obtained by applying the age-specific fertility 

schedules from figure 5-41 (assumed to be the 

same for all ages within each 5-year age group) 

to the average number of females in each (l-year) 

age category during each single-year projection 

interval. The expected number of births of 

each sex was derived assuming a sex-ratio at 

birth of 1.05 on the basis of formula (5.19). 

Finally, the expected number of births 

in each year was purvived forward to refer­

ence point of the 1980 census using the 1ife­

table survival probabilities summarized in 

figure 5-39 on the basis of formula (5.20). 

The resulting estimates of the number of sur­

vivors of the children born in the intercensa1 

period (that is, those aged 0 to 8 years) at 

the reference point of the 1980 census are 

shown in column (2) of figure 5-40. 

The enumerated and expected 1980 

Indonesian census populations are compared in 

figure 5-40. Column (3) shows the differences 

in the expected population from that actually 
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FigW'e 5-39. VALUES OF nLx FROM LIFE TABLES COR­
RESPONDING TO ESTIMATED AND PROJECTED LEVELS OF 
MORTALITY FOR INDONESIA, SELECTED YEARS DURING 
THE 1971-1980 INTERCENSAL PERIOD 

Reference year(s) 
Sex and age 

1961-1971 I I 1976 1980 

Males 

Under 1 year ....•.. 90,066 91,953 92,763 
1 to 4 years .•..•.. 308,785 335,479 342,715 
5 to 9 years .. ..... 358,373 404,297 416,747 
10 to 14 years ...•• 349,076 397,281 410,840 
15 to 19 years ..... 335,226 391,956 406,215 

20 to 24 yea rs ....• 320,273 385,662 400,751 
25 to 29 years ..... 304,516 377,996 394,071 
30 to 34 years ..... 288,232 368,458 385,605 
35 to 39 years ..... 270,676 356,117 374,448 
40 to 44 years ..... 250,869 339,965 359,578 

45 to 49 years .•... 227,637 318,910 339,711 
50 to 54 years ..... 199,263 291,669 313,338 
55 to 59 years .•.•. 164,876 256,640 278,618 
60 to 64 years .•... 124,146 214,063 235,630 
65 to 69 years ...•. 81 ,026 166,030 186,139 

70 to 74 years ..•.. 43,440 115,928 133,078 
75 years or older .. 23,080 111,660 134,736 

Females 

Under 1 year ...•... 90,646 93,266 93,775 
1 to 4 years ....... 317,230 343,606 350,354 
5 to 9 years .. ..... 374,134 415,044 427,045 
10 to 14 years ...•. 359,920 408,067 421,431 
15 to 19 years .•... 345,829 403,214 417,417 

20 to 24 years ..••. 330,708 397,038 412,246 
25 to 29 years ..... 315,250 389,012 405,437 
30 to 34 years .•••. 299,632 378,817 396,676 
35 to 39 years ..... 283,253 366,575 385,987 
40 to 44 years ..... 264,697 352,229 373,144 

45 to 49 years ....• 243,527 335,195 357,451 
50 to 54 years ..... 218,152 313,464 336,940 
55 to 59 years ..•.. 185,510 282,356 307,012 
60 to 64 years ..... 145,616 240,454 266,013 
65 to 69 years .•.•. 103,702 190,318 215,620 

70 to 74 years ..... 64,767 136,347 159,213 
75 years or older .. 54,856 140,809 175,456 

Source: U.S. BW'eau of the Census (1984), tables 
10 and 14. 

enumerated in terms of numbers of per­

sons while column (4) presents these 

differences in terms of percentage 

dif f erences. 

In terms of overall coverage, the 

results suggest that the 1980 census 

count of males was underenumerated by 

slightly above 6 percent and the count 

of females by just under 6 percent. 

With regard to net census error by age, 

the results suggest an underenumeration 

of children aged 0 to 4 of about 10 

percent (which may be accounted for 

partially by the transfer of population 

into the 5 to 9 age category due to age 

misreporting); a significant under­

enumeration of young adults aged 15 to 

34, particularly among males; and signi­

ficant overenumeration of population 

at ages 60 and above, likely the result 

of a widespread tendency to exaggerate 

ages. 

The cohort-component met~od de­

scribed in this section is applicable 

in situations where registration data 

are non-existent or deficient to such 

an extent that satisfactory adjustment· 

is not possible, but in which two cen­

suses and sufficient information from 

which to derive indirect estimates of 

prevailing fertility and mortality 

levels are available. Since this 

situation describes a fairly large 

number of developing countries, the 

frequent use of this approach is not 

surprising. 
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FiguY'e 5-40. COMPARISON OF THE ENUMERATED AND EXPECTED 1980 INDONESIAN CENSUS POPULATIONS, 
BY AGE AND SEX 

(Population in thousands) 

Enumerated Expected Percentage 
Age Popu lat i on1 Population Difference Di ffarence 

(1) ( 2) (3) = (1) - (2 ) (4) = g~ x 100 

Male 

A 11 ages ..... 72,9522 77,765 -4,813 -6.19 

0 to 4 years .... 10,816 12,023 -1,207 -10.04 
5 to 9 years .... 10,832 10,364 +468 +4.52 
10 to 14 years .. 9,1,32 9,429 -297 -3.15 
15 to 19 years .. 7,513 8,630 -1, 117 -12.94 
20 to 24 years .. 5,979 7,824 -1,845 -23.58 

25 to 29 years .. 5,613 6,656 -1,043 -15.67 
30 to 34 years .. 4,023 4,386 -363 -8.28 
35 to 39 years .. 4,191 4,110 +81 +1.97 
40 to 44 years .. 3,644 3,841 -197 -5.13 
45 to 49 years .. 3,013 3,335 -322 -9.66 

50 to 54 years .. 2,718 2,524 +194 +7.69 
55 to 59 years .. 1,721 1,825 -104 +5.70 
60 to 64 years .. 1,559 1,261 +298 +23.63 
65 to 69 years .. 811 799 +12 +1 .50 
70 to 74 years .. 689 445 +244 +54.83 
75 years 

or older ..... 688 315 +373 +118.41 

Female 

A 11 ages ..... 73,8252 78,353 -4,528 -5.78 

0 to 4 years .... 10,375 11,700 -1,325 -11.33 
5to9years .... 10,400 10,177 +223 +2.19 
10 to 14 years .. 8,487 9,239 -752 -8.14 
15 to 19 years .. 7,771 8,486 -715 -8.43 
20 to 24 years .. 7,023 7,679 -656 -8.54 

25 to 29 years .. 5,731 6,541 -810 -12.38 
30 to 34 years .. 4, 144 4,437 -293 -6.60 
35 to 39 years .. 4,359 4,232 +127 +3.00 
40 to 44 years .. 3,776 4,045 -269 -6 .65 
45 to 49 years .. 3,137 3,594 -457 -12.72 

50 to 54 years .. 2,692 2,793 -101 -3.62 
55 to 59 years .. 1,670 2,057 -387 -18.81 
60 to 64 years .. 1,669 1,451 +218 +15.02 
65 to 69 years .. 903 936 - 33 -3.53 
70 to 74 years .. 842 538 +304 +56.51 
75 years 

or older ..... 837 449 +388 +86.41 

Source: Enumerated 1980 census population reported in Indonesia (1983); expected popUlation 
re~orted in U. S. Bureau of the Census (1984) derived as described in text. 

The population of East Timor UXlS excluded from these calculations. 
~The figures for the total population enumerated in the 1980 census include 11,000 males and 

9,000 females whose ages Were not recorded. 

~--~---~--~--~-------~---~-~~--
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FiguI'e 5-41. ESTIMATED AND PROJECTED AGE-SPECIFIC AND 
TOTAL FERTILITY RATES FOR I,NDONESIA FOR SELECTED 
YEARS DURING THE 1971-1980 INTERCENSAL PERIOD 

As is the case in the use of 

the population balancing equation, 

the limited amount of information 

typically available on interna­

tional migration often proves to 

be the most problematic aspe'ct of 

the application of the cohort­

component approach. In cases 

where the volume of net migration 

is substantial, a disproportionate 

share of attention in the applica­

tion of the method will have to be 

devoted to the development of 

plausible estimates of this 

component. 

(Rates shown are per woman) 

Age of woman 

Total ferti1 ity rate .. 

15 to 19 years ............ . 
20 to 24 years ............ . 
25 to 29 years ............ . 
30 to 34 years ............ . 
35 to 39 years ............ . 
40 to 44 years ............ . 
45 to 49 years ...•......... 

Reference year(s) 

1971-
1975 

5.20 

.127 

.265 

.256 

.199 

.118 

.057 

.018 

1976-
1979 

4.68 

.116 

.248 

.232 

.177 

.104 

.046 

.013 

1980 

.105 

.231 

.223 

.168 

.096 

.042 

.012 

Source: U.S. Bureau of the Census (1984), tab~eB 27 
and 28. 

For practical purposes, the method 

is a direct substitute for the evaluation 

approach based upon the population balancing 

equation in that estimates of intercensal 

births and deaths based upon indirect esti­

mates of fertility and mortality levels are 

substituted for direct data trom a vital 

registration system. As such, the method 

suffers from many of the same weaknesses as 

the population balancing equation approach, 

the major weakness being the "residual" 

nature of the resultant estimate of net cen­

sus error. This may be a particularly seri­

ous problem in countries with limited or non­

existent vital registration systems. In such 

cases, indirect estimates of fertility and 

mortality must be used. Such estimates can 

be quite volatile due to such factors as 

violation of the assumptions underlying the 

techniques used and errors in the survey 

data (age reporting errors can be particularly 

problematic). The availability of indirect 

estimates from two or more surveys and/or 

prior censuses are helpful to the extent that 

consistent estimates from multiple applica­

tions of one or more indirect teChniques can 

be used instead of having to rely upon the 

results of a single application. 

In general, the usefulness of the method 

will depend upon the quantity and quality of 

demographic information available about the 

population under study. Where information 

about levels of fertility, mortality, and 

migration between two censuses is limited and/ 

or unreliable, the method should be .used cau­

tiously. In such a case, the preparation of a 

range of estimates based upon differept sets 

of assumptions about vital rates and migration' 

would be prudent. In cases where sufficjent 

information exists to derive reliable esti-

mates of demographic parameters, the method 

is perhaps the most powerful· among the alter~ 

native demographic approaches for the evalu­

ation of censuses, particularly since it 

provides age- and sex-specific estimates of 

net census error. 

6. ANALYSIS OF COHORT SURVIVAL RATES 

An approach which has proven useful 

in previous applications is based upon the 

comparison of the size of birth cohorts 

enumerated in successive censuses (see 

Coale and Zelnick 1963; Coale and Rives 

1973; and Mukherjee 1976 for example 

applications) . 
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In a population which is closed to migra­

tion, actual changes in the number of persons in 

any particular birth cohort between two census 

dates will be due solely to mortality. Accord­

ingly, in the absence of census errors, the ra­

tio of the number of persons in a birth cohort 

enumerated in the second census to the number 

enumerated in the first census should approxi­

mate the survival rate that would be expected on 

the basis of prevailing mortality conditions. 

In other words, the observed intercensa1 cohort 

survival rates should be comparable to 1ife­

table cohort survival rates applicable to the 

population under study. In populations 1ilhere 

net intercensa1 migration is negligible, depart­

ures of observed intercensa1 cohort survival 

rates from those expected may be construed as 

evidence of errors in one or both censuses. 

In populations which have experienced signifi­

cant net intercensa1 migration, the "expected" 

survival rates must be modified to reflect the 

effects of migratioa on the relative size of 

the cohorts as enumerated in the two censuses. 

This may be done by adjusting the size of the 

cohorts enumerated in one of the two censuses. 

6 • 1 Bev.,-i.,6 06 method 

Intercensal cohort survival rates are 

defined by the following expression: 

(5.23) 

T,fuere: 

i 

S n x 

pO 
n x 

S n x 

pi . 
n x+-z-

the length of the intercensa1 period 

the census survival rate for the 
cohort aged x to x+n years at the 
time of the first census 

the population aged x+i to x+i+n years 
enumerated in the second census 

the population aged x to x+n in the 
first census 

In the example applications presented be­

low, two ways of using intercensal cohort sur­

vival rates for evaluating a census are 

illustrated. In the first application, discre­

pancies between the cohort survival rates 

implied by successive censuses and those ex­

pected on the basis of a life table are 

analyzed graphically. In the second applica­

tion, the intercensal cohort and "expected" 

life-table survival rates are combined into a 

ratio measure of the following form: 

(5.24) R 
pI . 

n x+1.-
L . n x+1.- L nx 

Where: 

i 

R n x 

L . 
n x+1.-

L n x 

n x 

the length of the intercensal period 

the ratio of the observed intercensa1 
cohort survival rate to the corre-
sponding life-table survival rate for 
the cohort aged x to x+n years at the 
time of the first census 

the life-table number of person~years 
lived in the age interval x+i to x+i+n 
years 

the life-table number of person-years 
lived in the age interval x to x+n 
years 

and all other terms ar~ as defined above. 

In the absence of census error, the ex-

pected value of this ratio would be 1.0. Ratio 

values which differ from 1.0 indicate either 

errors in one or both censuses, distortions due 

to migration, or the use of an inappropriate 

life table. In the absence of migration and 

assuming the use of an appropriate life table, 

ratio values for any particular cohort which 

exceed 1. 0 would indicate overenumeration of the 

cohort in the second census relative to the 

first, while ratio values of less than 1.0 would 

support the opposite interpretation. 

6.2 Vata neq~ed 

The following information is required for 

the calculation of intercensa1 cohort survival 

rates: 

(1) The populations enumerated in two succes­
sive censuses by age and sex. 

(2) Life tables (by sex) assumed to be repre­
sentative of mortality conditions during 
the intercensa1 period. 

(3) Information on the volume of net migra­
tion during the intercensal period by 
age and sex (where applicable). 

6.3 Computational p~oeed~e 
For the procedure involving the compari­

son of the size of birth cohorts enumerated in 

successive censuses, the computational steps 

described below are required. 
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6.31 Step 1: Adjustment for migration.-­

In countries experiencing significant levels 

of net intercensal migration, the initial 

step in the computational procedure entails 

the adjustment of one of the censuses in 

order to minimize the distorting effects of 

migration on the implied cohort survival rates. 

A procedure for accomplishing this would be to 

add or subtract the estimated number of net in-

tercensal migrants to one of the census counts. 

In cohorts experiencing net immigration during 

the intercensal period, the number of net in­

tercensal immigrants in each cohort may either 

be added to the cohort population enumerated in 

the first census or subtracted from the cohort 

population enumerated in the second census. 

Similarly, in cohorts experiencing net inter­

censal emigration, the number of net inter­

censal emigrants can either be added to the 

second census population or subtracted from 

the first census population. More refine'd pro­

cedures, such as applying life-table survival 

rates to the estimated number of net immi­

grants to derive an estimate of the number of 

immigrants surviving to the date of the sec­

ond census, also may be applied (see section 

6.4 for a more detailed discussion). Adjust­

ments for migration are illustrated below. 

6.32 Step 2: Calculation of census 

cohort survival rates .--Having introduced ad­

justments for migration as necessary, cohort 

survival rates between the two censuses are 

then calculated for each sex separately or 

both sexes combined as in equation (5.23). 

6.33 Step 3: Calculation of life-table 

survival rates.--Life-table survival rates 

reflecting the expected effects of intercensal 

mortality on the size of birth cohorts in the 

intercensal period are calculated as: 

(5.25) S = L ./ L 
nx nX+7-nx 

Where: 

S n x the life table survival rate for the 
cohort aged x to x+n years 

~~------ --------~ 

L n x 

L . n X+7-

the life table number of person-years 
lived in the x to x+n age interval 

the life table number of person-years 
lived in the age interval x+i to x+i+n 

6.34 Step 4: Calculation of cohort sur-

vival ratios.--The final step is to calculate 

the ratio of the intercensal cohort survival 

(adjusted for migration where necessary) :~nd the 

life-table survival rate for each cohort; 

(5.26) 

Where: 

R 
n x 

R 
n x 

p . -.- p 
n X+1- n x 
L. L n X+7- n x 

the ratio of the census cohort survival 
rate to the life-table survival rate 
for the cohort aged x to x+n in the 
first census 

and all other terms are defined above. 

6 • 4 Examp.t<u 

To illustrate the use of the cohort sur­

vival rates method, the method was applied to 

the 1960 to 1980 censuses of the Philippines 

and the 1881 to 1961 censuses of India. 

6.41 1960 to 1980 censuses of the 

Philippines.--In the first application, inter­

censal cohor.t survival rates are used to assess 

the consistency of the size of female birth co­

horts enumerated in successive censuses in the 

Philippines from 1960 to 1980. Three sets of 

cohort survival rates were calculated corres- ' 

pending to the intercensal periods 1960-1970, 

1970-1975, and 1975-1980, the implied cohort 

survival rates, calculated as shown in equation 

(5.23) above, are displayed in figure 5-42. 

The ratios shown in figure 5-42 are the ra­

tiosof the cohort popUlation enumerated in the 

second of each of the 'pairs of censuses consid­

ered to that enumerated in the first census of 

each pair, displayed for the age of the cohort 

in the first (reference) census. The ratio 

shown for the cohort aged 0 to 4 in the 1960 

census, for example, was calculated as the ratio 

of the enumerated population aged 10 to 14 in 

the 1970 census to that aged 0 to 4 in the 1960 

census. The other ratios shown in the table 

were derived in a similar fashion. 
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Figure 5-42. COHORT SURVIVAL RATES FOR SELECTED 
COHORTS IN THE PHILIPPINES FOR THE 1960-70, 
1970-f5, AND 1975-80 INTERCENSAL PERIODS 

Sex and age in year 
of reference census 

Males 

o to 4 years ...•.....•• 
5 to 9 years .•......•.• 
10 to 14 years .........• 
15 to 19 years ...•...•. 
20 to 24 years .....••.. 

25 to 29 years ....•..•. 
30 to 34 years •..••.•.. 
35 to 39 years ...•..... 
40 to 44 years ....••... 
45 to 49 years ..•••.... 

50 to 54 years •......•• 
55 to 59 years ........ . 

Females 

o to 4 years .......... . 
5 to 9 years ..........• 
10 to 14 years ........ . 
15 to 19 years ........ . 
20 to 24 yea rs ......•.• 

25 to 29 years ........• 
30 to 34 years ..•..•... 
35 to 39 years ...•.••.. 
40 to 44 years ...•..... 
45 to 49 years ..••...•. 

50 to 54 years ........ . 
55 to 59 years •..•.•.•. 

Year of reference census 

1960 

1.08 
0.88 
0.87 
0.86 
0.84 

0.99 
0.96 
0.89 
0.92 
0.77 

0.85 
0.76 

1. 12 
0.99 
0.97 
0.89 
0.84 

0.96 
0.95 
0.90 
0.93 
0.80 

0.88 
0.84 

1970 

1. 10 
0.97 
0.96 
0.96 
0.98 

0.98 
1. 10 
0.93 
1.03 
0.93 

0.94 
1. 01 

1.07 
0.96 
1.01 
0.93 
0.92 

0.92 
1.03 
0.89 
0.97 
0.87 

0.87 
0.95 

1975 

1.02 
0.93 
0.89 
0.90 
1.01 

1.02 
1.05 
0.94 
0.94 
0.91 

0.91 
0.94 

1.02 
0.95 
0.97 
0.95 
1.00 

0.99 
1.02 
0.94 
0.98 
0.97 

1.00 
1.05 

Source: 1960 census, Philippines (1963), table 5; 
1970 census, Philippines (1974), Vol. II, tables 1-
7; 1975 census, Philippines (1978), Vol. II, table 

of the Census, 1984c, for complete docu­

mentation of the procedures and assump­

tions used in deriving these life tables). 

Following the derivation of life 

tables for each of the census years, life 

tables corresponding to each of the three 

intercensal periods were derived by tak­

ing the average of the life table values 

from the life tables for the census years 

defining the end points of the respective 

intercensal periods. The reference pOint 

for these "intercensal life tables" was 

assumed to be the mid-point of the re­

spective intercensal periods. The values 

of the L life table function of the n x 
intercensa1 life tables derived in this 

manner for females are shown in the middle 

panel of figure 5-43. The corresponding 

life table survival rates for each of the 

intercensal periods, calculated as indi­

cated in equation (5.25), are shown in 

the bottom panel of figure 5-43. 

6; 1980 census, Philippines (1983), Vol. II, table 3. 

The female cohort survival rates 

implied by the successive censuses (from 

figure 5-42) and those expected on the 

basis of the intercensa1 life tables (from 

figure 5--43) are compared graphically in 

figure 5-44. While varying somewhat 

across intercensa1 periods, a general pat-

Corresponding life-table cohort survival 

rates were then derived for the purpose of 

comparison with the cohort survival rates im­

plied by the censuses. The procedure used in 

deriving appropriate life-table survival rates 

consisted of several steps. First, life tables 

were estimated for each of the census years 

(1960, 1970, 1975, and 1980) based upon death 

registration data (adjusted for under-regis­

tration), the application of selected tech­

niques for indirect estimation, and the pro­

jection of the assumed expectation of life at 

birth (eo) from 1975 to 1980 (see U.S. Bureau 

tern of deviation of the observed from the ex­

pected cohort survival rates is observable for 

each pair of censuses. For example, the cohort 

survival rates implied for the cohort aged 0 to 

4 in each of the three intercensa1 periods ex­

ceed those expected on the basis of the inter­

censa1 life tables, suggesting a relative 

underenumeration of the 0 to 4 cohort in each 

of the reference censuses. Similarly, the im­

plied cohort survival rates in the age range 15 

to 25 years are consistently below those ex­

pected in each intercensa1 period. A tendency 

for census cohort survival rates for the el-

derly population (above age 55) to exceed 

-----~~- .. ----~-. --- ----.... -.~~------ ----
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FiguY'e 5- 4;) • LIFE-TABLE L VALUES AND SURVIVAL PROBABILITIES FOR FEMALES FOR 
n x 

INTERCENSAL PERIODS IN THE PHILIPPINES3 1960-1980 

Life-table nLx values Life-table survival probabilities 
Age 

1960-1970 1970-1975 1975-1980 1960-1970 1970-1975 1975-1980 

o to 4 years .....•. 452,608 461,182 466,868 0.96 0.97 0.98 
5 to 9 years ....... 437,957 449,144 456,859 0.99 0.99 0.99 
10 to 14 years ..... 434,173 445,696 453,773 0.98 0.99 0.99 
15 to 19 years ..... 431,252 443,020 451,298 0.98 0.99 0.99 
20 to 24 yea rs ..... 427,312 439,329 4·47,835 0.97 0.99 0.99 

25 to 29 years ..•.. 421,838 434,343 443,246 0.96 0.98 0.99 
30 to 34 years .•... 414,584 427,961 437,469 0.95 0.98 0.98 
35 to 39 years ..... 405,448 419,894 430,077 0.94 0.98 0.98 
40 to 44 years ...•. 394,466 910,065 420,959 0.94 0.97 0.97 
45 to 49 years ..... 381,467 398,388 410,042 0.90 0.96 0.97 

50 to 54 years •.... 372 ,944 383,952 396,350 0.85 0.95 0.95 
55 to 59 years ..... 344,763 364,895 373,228 0.81 0.92 0.94 
60 to 64 years •.... 316,934 336,637 349,864 - - -
65 to 69 years ...•. 280,066 - - - - -

Source: U.S. BUY'eau of the Census (1984c), tables 10 and 14. 

the life table survival rates is also evident 

in all three intercensal periods, likely re­

flecting exaggeration of ages among persons 

in this age range. 

In the case of the Philippines, it is 

possible that the female cohort survival rates 

implied by successive censuses have been dis­

torted by migration. Beginning in the early 

1960's, an increasingly significant stream of 

female migration from the Philippines (pri­

marily to the United States and Canada) has 

emerged. It has been estimated that the 

level of net female migration from the Philip­

pines averaged slightly in excess of 1 percent 

of the female population during each year of 

the 1970's (U.S. Bureau of the Census 1984c). 

To illustrate the use of a procedure for 

adjusting for the effects of migration, esti­

mates of net cohort emigration for females 

during the 1975-1980 intercensal period were 

used to adjust the counts of female cohorts in 

the 1975 census. The data used in making the 

adjustment were derived from annual immigra­

tion statistics from the United States and 

Canada. Estimates of female net migration 

---------------- ------------

from the Philippines for the years 1975 to 

1980 (by age at the time of immigration) are 

shown in column (1) of figure 5-45. 

Prior to the use of these data to adjust 

the 1975 census counts, two preliminary adjust­

ments were made. First, the estimated number 

of net migrants for the years 1975 and 1980 

were allocated with regard to the ref,erence 

date of the census (May 1 in both years). 

Assuming that migration was evenly distributed 

across months, two-thirds of the estimated 

number of net 1975 emigrants in each cohort 

(representing the months May through December 

1975) were allocated to the intercensal period 

(that is, were assumed to have emigrated after 

the 1975 census date and therefore should have 

been enumerated in the 1975 census). Simi­

larly, one-third of the estimated number of net 

emigrants in 1980 (representing the months Janu­

ary .through April) were assumed to have emi­

grated during the intercensal period (that is, 

prior to May 1) and therefore should not have 

been enumerated in the 1980 census. In effect, 

this procedure provides an estimate of net 

emigration between the respective census dates. 
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Figure 5-44. OBSERVED FEMALE INTERCENSAL COHORT SURVIVAL RATES AND ESTIMATED LIFE-TABLE SURVIVAL 
RATES FOR THE 1960-70, 1970-75, AND 1975-80 INTERCENSAL PERIODS IN THE PHILIPPINES 
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The resulting estimates of net intercensal emi­

gration are shown in figure 5-45, column (2). 

The second step in adjusting the migra­

tion data consisted of the allocation of the 

estimated number of net intercensal emigrants 

by age to 1975 census cohorts. These estimates 

shown in column (2) pertain to the age of the 

migrants at their time of arrival in the coun­

try of destination (and presumably at the time 

of emigration). However, prior to using these 

data to adjust the 1975 counts, the ages of 

the emigrants at the time of their presumed 

enumeration in the 1975 census must be 

ascertained. 

Assuming that emigrants within each 

5-year age group were evenly distributed with 

respect to single years of age, on average 

one-half of the net intercensal emigrants in 

each 5-year age group would have been enu­

merated in the immediately younger age group 

in the 1975 census. Accordingly, estimates 

of the number of net intercensal emigrants 

from each 1975 census cohort were derived by 

taking one-half of the net intercensal emi­

grants whose age at the time of emigration 

was the same as at the time of the 1975 census, 

plus one-half of the net emigrants from the 

adjacent older age group. For example the 

estimated number of net intercensal emigrants 

from the 1975 census cohort aged 25 to 29 

shown in column (3) of figure 5-45 was derived 

by taking one-half of the intercensal emigrants 

aged 25 to 29 (.5 x 31,058 = 15,529) plus one­

half of the emigrants aged 30 to 34 (.5 x 

18,722 = 9,361). 

These estimates of net emigration for 

1975 census cohorts were then subtracted from 

th~ respective cohort populations enumerated 

in the 1975 census and the adjusted cohorts 

used in conjunction with the 1980 census counts 

to calculate adjusted cohort survival rates 

over the interval between the two censuses. 

The results are displayed graphically in 

figure 5-46. For comparative purposes, the 

unadjusted census cohort and life-table sur­

vival rates derived earlier are also shown. 

Overall, the adjustment for migration 

improves the "fit" of the observed to the 

expected survival rates only slightly, result­

ing in a better fit for some cohorts and a 

Figure 5-45. ESTIMATED NUMBER OF NET FEMALE EMIGRANTS FROM THE 
PHILIPPINES DURING THE 1975-1980 INTERCENSAL PERIOD, BY COHORT 

Number allocated 
Age Number of Adjusted to to 1975 census 

net emigrants census dates cohort 
( 1 ) (2) (3) 

o to 4 years .....•• 4,835 3,166 5,603 
5 to 9 years ••••.•. 9,677 8,040 7,560 
10 to 14 years ...•• 7,980 7,079 8,172 
15 to 19 years ...•. 11,410 9,264 14,482 
20 to 24 years .••.• 24,145 19,699 25,379 

25 to 29 years .•... 37,796 31,058 24,890 
30 to 34 years, .•.. 22,816 18,722 13,874 
35 to 39 years ..••• 10,988 9,025 7,391 
40 to 44 years ....• 7,017 5,757 4,942 
45 to 49 years .•.•. 5,045 4,127 4,174 

50 to 54 years ...•. 5,191 4,220 5,334 
55 to 59 years ..... 7,871 6,447 6,619 
60 to 64 years .•••. 8,175 6,790 

Source: U.S. Bureau of the Census (1984), tahZe 36. 
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Figu:r'e 5-46. 
1.10 

UNADJUSTED AND ADJUSTED FEMALE INTERCENSAL COHORT SURVIVAL AND LIFE-TABLE SURVIVAL 
RATES FOR TYE PHILIPPINES~ 1975-1980 INTERCENSAL PERIOD 
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Age at time of 1975 census 

Source: Derived from figures 5-42 and 5-45. 

worse fit for others. The general pattern of 

distortions observed in the unadjusted census 

data, however, remain largely intact after 

adjustment for the effects of migration, 

thereby implicating errors in one or both 

censuses as the major cause of these dis-

cr epanc ies . 

6.42 1881 to 1961 censuses of India.--

The utility of the ratio of the census cohort 

survival rate to the corresponding life-table 

survival rate defined in equation (5.26) for 

census evaluation purposes is illustrated in 

the second example using data form successive 

decennial censuses of India from 1881 to 1961. 

Cohort survival rates derived from these cen-

suses and corresponding intercensa1 life ta­

bles (see Mukherjee 1976 and Ewbank 1981) 

were used in deriving the ratios displayed in 

figure 5-47. The ratio for the 0 to 4 cohort 

in 1881, for example, was derived by taking 

the ratio of the enumerated population aged 

10 to 14 in the 1891 census to the enumerated 

population aged 0 to 4 in 1881 and dividing 

this result by the corresponding life-table 

survival rate 5L 15L . 
10 0 

In the case of India, adjustment for 

migration was not required due to the (pro­

portionally) insignificant levels of net 

migration which characterized India during 

this period. 

The remarkable feature of the results 

shown in figure 5-47 is the consistency of the 

cohort survival rates implied by successive 

censuses over a period of 80 years. The 

observation of so consistent a pattern of 

discrepancies over so long a period of time 

constitutes strong evidence that the distor­

tions are due to persistent errors in the 

successive censuses rather than cohort- or 

period-specific anomalies. 

60 
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Figure 5- 4 7 • CENSUS SURVIVAL RA'l'IOS FOR SELECTED COHORTS IN INDIAN CENSUSES FROM 
1881-1961 2 

Sex and age in year Year of reference census 

of reference census 1881 1891 1901 1911 1921 1931 1941 1951 

Males 

0 to 4 years ............ 1. 01 1.01 1. 09 1. 03 1.07 1. 07 1. 13 1.08 
5 to 9 years ............ 0.72 0.68 0.71 0.65 0.69 0.69 0.76 0.81 
10 to 14 years .......... 1. 14 1. 14 1.04 1.01 1.05 1.02 1.01 1. 35 
15 to 19 years .......•.. 1. 58 1.42 1. 44 1. 33 1.50 1. 36 1. 35 1. 26 

Females 

o to 4 years ............ 1. 32 1.27 1.36 1.29 1.33 1. 31 1. 25 1. 23 
5 to 9 years ............ 0.72 0.70 0.73 0.69 0.71 0.70 0.77 0.84 
10 to 14 years ..••...•.. 0.83 0.81 0.79 0.76 0.80 0.82 0.83 0.85 
15 to 19 yea~s .•........ 1.41 1.31 1. 32 1. 23 1. 37 1.28 1.33 1.21 

Source: Mukherjee (1976:63). See also Ewbank (1981:37). 
lSee text for definition of and computational formula for ratios shown. 
2Inc ludes only areas included in all nine 

The errors indicated by the female census 

life-table survival ratios for successive 

Indian censuses follow a pattern typical of 

South Asian countries (United Nations 1967; 

Ewbank 1981): a surplus of population aged 

5 to 9,. apparently caused by net age trans­

fers from the 0 to 4 and 10 to 14 age groups; 

a deficit in the 10 to 14 and 15 to 19 age 

categories; and a large surplus in the peak 

childbearing ages (ages 25 to 34). The errors 

apparent in the enumerations of males follow 

a similar pattern, except for the 10 to 14 

age category where a surplus rather than a 

deficit is observed. 

The following pattern of census errors 

is suggested by these results: a consistent 

underenumeration of children aged 0 to 4, 

particularly of female children (as indicated 

by the ratios for the 0 to 4 cohort which con­

sistently exceed 1.0 in each pair of censuses); 

overenumeration of females aged 5 to 9 and 

10 to 14 relative to those aged 15 to 19 and 

20 to 24 years; overenumeration of males aged 

5 to 9 and underenumeration of those aged 

10 to 14; and significant relative under­

enumeration of the population of both sexes 

aged 15 to 19. 

censuses. 

The analysis of census cohort survival 

rates is a widely applicable approach for 

examining patterns of error in successive 

censuses. To a large degree, the wide appli­

cability of the method results from the fact 

that relatively little information other than 

the two census counts is needed to apply the 

method. Given age-sex distributions'from two 

successive censuses, the only other piece of 

information required in using the method is 

an estimate of the level of mortality in the 

population which permits the selection of a 

model life table (in cases where an actual 

life table is not available). Knowledge of 

the level of fertility is not required since 

the method does not assess the coverage of 

the population born between the two censuses 

(unless three or more censuses are available). 

In countries which have experienced significant 

levels of intercensal migration, however, an 

estimate of the volume and age pattern of net 

migration during the intercensal period will 

prove useful in minimizing the distorting in­

fluences of migration. 

When only two censuses are available, 

the method suffers from the limitations shared 
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by most of the demographic methods of census 

evaluation, namely difficulties involved in 

separating census errors from other "factual" 

distortions on the one hand and coverage from 

content errors on the other. The utility of 

the census survival approach increases signi­

ficantly, however, when three or more censuses 

are available. The ability to study changes 

in the size of birth cohorts as enumerated 

in successive censuses and in the relative 

size of cohorts born during successive inter­

censa1 periods has provided a rather firm 

basis for assessing the extent to which his­

torical artifacts and demographic shifts 

rather than census errors have resulted in 

distorted distributions in several previous 

studies (for example, Demeny and Shorter's 

1968, analyses of the 1935 to 196.0 ·censuses 

of Turkey). In addition, the consistency (or 

lack thereof) of age patterns of apparent 

census errors in consecutive censuses can 

sometimes provide valuable clues as to the 

relative importance of coverage and content 

errors, as in the case of India described 

above. 

The basic ideas of the census survival 

approach described above form the basis of a 

related technique for assessing the plausi­

bility of and deriving correction factors 

for age distributions in two (or ideally 

more) successive censuses (Demeny and Shorter 

1968; Das Gupta 1975; Ntozi 1978). The 

basic method developed by Demeny-Shorter and 

subsequent modifications thereof are relevant 

to the evaluation of content error (age mis­

reporting), but not coverage since one of the 

basic assumptions of the methodes) is that 

the level of coverage remains approximately 

constant from census to census. 

7. TWO-CENSUS REGRESSION METHOD 

Preston and Hill (1980) have proposed a 

method which, while developed initially to 

provide an estimate of the degree of under­

registration of deaths in the interval between 

two censuses, may also be used to assess the 

relative level of coverage in the two censuses. 

In many respects the method represents an 

extension of the basic ideas of the census 

survival methods described in the previous 

section of this chapter. In effect. the 

method seeks to determine coverage error cor­

rection factors for the enumerated populations 

(by age) in two successive censuses which, 

when combined with information on the number 

of deaths during the intercensal period de­

rived either from a vital registration system 

or on the basis of a life table, results in 

the population of each cohort in the second 

census being consistent with the size of the 

cohort in the first census and the implied 

level of intercensal mortality (assuming a 

negligible level of net international migra­

tion). The ratio of the implied census cover­

age correction factors in the two censuses 

is used as an estimate of the relative cover­

age in the censuses. Orainary least squares 

(OLS) regression procedures are used to de­

rive the estimates of relative coverage. 

7 • 1 Ba.bM 06 me;tho d 

The following notation, adapted from Luther 

(1983), is required to describe the method: 

p 
o 

p 
1 

k 
o 

population aged X or older as 
enumerated in the first census 

population age x + i or older 
as enumerated in the second census 

correction factor for P such that 
o 

k P is the true population aged x 
o 0 

or older at the time of the first 
census 
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k 
1 

correction factor for P (such 
1 

that k P is the true population 
1 1 

aged x + i or older at the time 

of the second census 

D* = number of deaths registered in 
intercensal period to those who 
were age x or older at the time 
of the first census 

h correction factor for D* (such 
that hD* is the true number of 
intercensal deaths to those aged 
x or older at the time of the 
first census) 

These concepts are illustrated in the 

lexis diagram in figure 5-48. 

Figure 5-48. LEXIS DIAGRAM ILLUSTRATING THE 
MAJOR CONCEPTS OF THE TWO-CENSUS 

REGRESSION METHOD 

CENSUS 1 
age 

o 

CENSUS 2 
age 

o 

years -- -
x 

x+ 

hO* 

Time 

100 + 100+ 

The rationale of the method is as 

follows. Given two censuses taken i years 

apart in a country with negligible levels 

of net international migration, the popula-

tion aged x or older at the time of the first 

census will be equal to the population aged 

x + i years or older at the time of the 

second census plus the number of intercensal 

deaths in the original population (that is, of 

persons aged x and above at the time of the 

first census) or, 

(5.27) P = P + D* 
o 

This equality is, of course, rarely 

obtained in actual practice due to coverage 

errors in the two censuses and under-

registration of deaths. If correction 

factors for undercoverage in the two censuses 

(k and k , respectively) and for under-
o 1 

registration of deaths (h) were obtainable, 

however, the equality of the expression in 

equation (5.27) could be obtained as follows: 

(5.28) k P = k P + hD* 
o 0 1 1 

Equation (5.28) may be rewritten as: 

(5.29) pip = -(h/k ) (D*/P ) + k /k 
1 0 1 0 0 1 

Assuming independence between the ratios 

hlk , k Ik and age (see Luther 1983 for 
1 0 1 

justification of this assumption), equation 

(5.29) may be rewritten as: 

(5.30) P IP = -h(D*/P ) + k 
1 0 0 

Where: 

-
h hlk 

1 

k k Ik , and 
o 1 

both hand k are independent of x 

Finally, if k is the correction factor 
o 

(which to this point remains unknown) requir-

ed such that k P equals the "true" total 
o 0 

population at the time of the first census, 

the level of coverage realized in the first 

census may be written as P IP k , or 11k . 
o 0 0 0 
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The analogous expression for the level of 

coverage in the second census is P IP k 
1 1 1 

or 

11k . Redefining k in equation (5.30) as 
1 

k = k Ik = 11k 111k results in the final 
o 1 1 0 

estimation formula shown in equation (5.31). 

(5.31) 

Where: 

h 

k 

P IP 
1 0 

hlk , and 
1 

11k 
1 

11k 
o 

-h(D*IP ) + k 
o 

For census evaluation purposes, the k 

term in equation (5.31), which is a measure 

of relative level of coverage in the two 

censuses, is of primary interest. In the 

two-census regression method, k is estimated 

by means of ordinary least squares regression 

procedures. The dependent variable in the 

regression equation is the observed value of 

the ratio (P IP ), the census survival rate 
1 0 

of the population ages x and above at the 

time of the first census, for different values 

of age (x). The independent variable is the 

value of the ratio (D*IP ), the proportion 
o 

of the population aged x and above at the 

time of the first census who had died prior 

to the second census, also for different 

values of x. A straight line is fit to the 

points (D*lp , P IP ) to yield estimates of 
o 1 0 

the intercept k and slope -h regression 

parameters. 

The k parameter of equation (5.31), the 

intercept of the regression line, is inter­

pretable as a measure of the level of census 

coverage in the second census relative to 

that in the first census. A value for k 

of 1.0 \~ould be indicative of equivalent 

completeness of coverage in the two censuses. 

Values above 1.0 would indicate improved 

coverage in the second census in comparison 

with the first, while values of less than 

1.0 would support the opposite conclusion. 

The proportional change in level of coverage 

between two censuses would be calculated as 

100(k-l). 

It should be noted that although the 

estimate of k described above measures the 

difference in coverage levels between two 

censuses, estimates of the absolute level 

of coverage error in either census can be 

derived if either of the enumerated popula­

tions (P or P ) can be adjusted for under-
o 1 

coverage on the basis of other information 

or procedures. Thus, if the adjusted count 

for one of the censuses can be assumed to 

be accurate, the method described above 

will yield a direct estimate of net coverage 

error in the other census 

The -h parameter in equation (5.31), the 

slope of the regression line, is interpretable 

as a measure of the completeness of death 

registration during the intercensal period. 

This parameter will be meaningful in appli­

cations of the method based upon registered 

numbers of intercensal deaths, but wil,l be 

less relevant when life tables are used to 

estimate the number of intercensal deaths. 

7.2 Data ~equined 

The following information is required 

for the application of the method: 

(1) counts of population by aoe (5-year age 
groups are sufficient) from two succes­
sive censuses 

(2) counts of deaths by age during the 
intercensal period, or an appropriate 
life table which provides a basis for 
deriving age-specific survival probabil­
ities over a period of time equal to 
the length of the intercensal period 

For the procedure involving the 

two-census regression method, the computa­

tional steps described below are required. 
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7.31 Step 1: Calculation of the 

population aged x years and above for the 

two censuses.--The first step in applying 

the method entails the calculation of a 

cumulative distribution of the enumerated 

population in each of the two censuses by age 

(that is, the number of persons aged x and 

above). Beginning with the oldest age cate­

gory (75 and over, for example) in the second 

census, the population in each successively 

younger age category is added to the total 

population of the previous category until 

the initial age category (ages 0 to 4) has 

been included. The same procedure is then 

repeated for the first census, with the 

exception that the oldest age category chosen 

must reflect the length of the intercensal 

period. For example, if the age category of 

75 and older is used as the open-ended cate­

gory for the second census and the two cen­

suses were taken 10 years apart, the appropri­

ate open-ended category for the first census 

would be the population aged 65 and over. 

The values obtained through the procedure 

are the values of P and P (for each age x) 
1 0 

to be used in equation (5.31). 

7.32 Step 2: Calculation of the number 

of intercensal deaths.--The number of inter­

censal deaths, D* in equation (5.31), can be 

obtained either from death registration data 

or estimated on the basis of a life table 

assumed to represent mortality conditions 

during the intercensal period. In view of 

its wider applicability in developing country 

settings, the life-table approach is described 

here. The reader is referred to the paper by 

Luther (1983) for a description of the proce­

dures for calculating D* based upon registered 

deaths. 

The estimation of the number of inter­

censal deaths ( d ) to the population of each 
n x 

cohort enumerated in the first census is 

accomplished by applying the compliment of 

the life-table survival rate, or the "non­

survival" rate, to the first census count for 

the cohort (po). Symbolically, n x 

(5.32) 

Where: 

i 

d n x 

pO 
n x 

L 
n x 

L . n x+"Z-

d n x 
p 0 (] _ 

n x 

L . 
n x+"Z-) 

L n x 

the length of the intercensal 
period estimated 

the estimated number of inter­
censal deaths to the cohort aged 
x to x+n years at the time of 
the first census 

the population enumerated in the 
age category x to x+n years in 
the first census 

the life table number of person 
years lived in the age interval 
x to x+n years 

the life table number of person 
years lived in the age interval 
x+i to x+i+n years 

L . 
The expression (1 

ment of the life-table 

n ~"Z-) is the compli­
n x 

probability of survival, 

or the probability of dying, during the inter­

censal period. 

For the oldest (open-ended) age category, 

the following formula is used: 

(5.33) 

1-.There: 

i 

d 
li! X 

pO 
li! X 

T x 

d 
li! X 

T . 
pO (] _ X+"Z-) 

li!X T x 

the length of the intercensal 
period 

the highest age recorded in the 
census population 

the number of intercensal deaths 
to persons aged x and above 

the population enumerated at ages 
x and above in the first census 

the life-table number of person 
years lived at age x years and 
above 

the life-table number of person 
years lived at age x+i years and 
above 

The values of ( d ) for each cohort are 
n x 

transformed into values of D* (the number of 

deaths in the population aged x to x+n years 
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and above in the first census) by cumulating 

deaths across cohorts aged x+n years and 

above (as was done for the census populations 

in step 1). 

7.33 Step 3: Computation of cumulated 

proportions dead and census survival ratios.-­

The cumulated census populations, P and PI, 
o 

and the cumulated number of deaths, D*, cal-

culated in the two previous steps are then 

used to calculate the two ratio variables 

to be subjected to regression analysis. The 

census survival ratio (the dependent vari­

able) is calculated P /P , while the pro-
1 0 

portion dead among the population enumerated 

in the first census (the independent variable) 

is calculated as D*/P. These two ratios 
o 

are calculated for each value of x. 

7.34 Step 4: Calculation of regression 

parameters.--The finai step of the computa­

tional procedure is to fit a straight line to 

the points (one for each value of x) with 

coordinates (P Ip , D*/P ) calculated in 
1 0 0 

step 3 using ordinary least squares regres-

sion procedures. Since these procedures 

are well known and documented in numerous 

algebra and statistics textbooks, they 

are not described here. As indicated 

above, the intercept, k, of the regression 

line represents an estimate of the relative 

level of coverage in the two eensuses, while 

the slope of the line, -h, provides a meas­

ure of the completeness of death registra­

tion (when registration data are used in 

deriving D*). 

7 . 4 Exa.mple 

The method was applied to the 1961 and 

1971 censuses of India to illustrate its 

application. The "smoothed" age distri­

butions from the two censuses prepared by 

the Office of the Registrar General (India 

1963 and 1977a) were used in lieu of the 

actually enumerated populations in order 

to reduce the variance of the regression esti­

mates (see Luther 1983 for a comparison of 

results obtained using the smoothed and un­

smoothed data for India). Since the adjust­

ment procedures applied to the census age 

distributions did not involve adjustment of 

the enumerated population totals these data 

may be used validly to assess the relative 

completeness in coverage in the two censuses 

The population enumerated by age and sex in 

the two Indian censuses are shown in figure 

5-49. 

Following the c?mputational procedure 

described above, the two census populations 

were first transformed into the cumulative 

age distributions (that is, the population at 

each age x and above) shown in columns (1) 

and (2) of figure 5-50. The values shown 

for the 1971 census, P , are listed in figure 
1 

5-50 at ages corresponding to the age of this 

population at the time of the 1961 census. 

Thus, for example, the population aged 60 and 

above to 1971 is shown in figure 5-50 at 

age 50 and above. 
Figure 5-49. SMOOTHED POPULATIONS GENERATED 

IN THE 1961 AND 1971 CENSUSES OF INDIA, BY 
5-YEAR AGE GROUPS 

Census 
Age groups 

1961 1971 

o to 4 years •..... 72,471,900 65,045,602 
5 to 9 years .....• 57,930,600 53,817,146 
10 to 14 yea rs .... 49;667,200 46,120,355 
15 to 19 yea rs .... 42,975,200 40,659,209 
20 to 24 yea rs ...• 37,954,100 35,921,691 

25 to 29 yea rs ... , 34,265,700 31,387,086 
30 to 34 years. '.' . 30,322,300 26,683,910 
35 to 39 years ...• 25,720,800 22,232,808 
40 to 44 years .•.• 24,617,700 17,891,324 
45 to 49 yea rs .•.• 18,033,400 14,257,685 

50 to 54 years ...• 14,620,000 10,924,614 
55 to 59 yea rs ..•. 11,421,700 7,443,759 
60 to 64 yea rs •... 8,464,200 9,876,984 
65 to 69 yea rs. " . 5,721,500 
70 years or older. 7,085,200 

Sourae: 1961 data reported in India (1963); 
1971 data reported in India (1977a) 
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Figure 5-50. SMOOTHED CUMULATED POPULATIONS FROM THE 1961 AND 1971 CENSUSES OF INDIA, ESTIMATES 
OF CUMULATIVE NUMBER OF INTERCENSAL DEATHS, AND ESTIMATED RATIOS (D*/Po AND PI/PO) 

Age (x) at 1961 census 1971 census 
P P D* D*/P P /P 1961 census 0 1 0 1 0 

( 1 ) (2) (3) (4) (5) 

Under 1 year ........ 438,271,500 382,262,173 55,398,182 .12640 .87220 
5 years ............. 365,799,600 317,216,571 48,194,330 .13175 .86719 
10 years ............ 307,869,000 263,339,425 44,890,780 .14581 .85556 
15 years ............ 258,201,800 217,279,070 42,555,329 .16482 .84151 
20 years ............ 215,226,600 176,619,861 40,315,290 .18732 .82062 

25 years ............ 177 ,272,500 140,698,170 37,791,684 .21319 .79368 
30 years ............ 143,006,800 109,311,084 34,296,548 .23983 .76438 
35 years •........... 112,684,500 82,627,174 31,372,535 .27841 .73326 
40 years ............ 86,963,700 60,394,366 28,202,743 .32431 .69448 
45 years .......... -.. 65,346,000 42,503,042 23,634,756 .36169 .65043 

50 years ............ 47,312,600 28,245,357 19,888,245 .42036 .59699 
55 years ............ 32,692,600 17,320,743 16,081,972 .49192 .52981 
60 years ....... '" .. 21,270,900 9,876,984 12,089,048 .56834 .46434 
65 years ............ 12,806,700 -
70 years ............ 7,085,200 -

Source: Derived from figures 5-49 and 5-51 

The second step in the procedure consists 

of the estimation of the number of intercensal 

deaths, D*, accruing to the 1961 census popu­

lation, P. Because of the generally poor 
o 

quality of death registration data for India 

for the 1961-1971 intercensal period, official 

life tables (India 1977b) were used to esti­

mate D*. The values of the 5Lx and Tx life­

table functions for each age, x, from these 

intercensal life tables are shown (separately 

for each sex) in columns; (3) to (6) of figure 

5-51. Since life tables were available only 

for each sex separately, it was necessary to 

combine these :into a single "both-sex" life 

table. This may be accomplished either on 

the basis of the sex-ratio at birth (SRB) in 

the population or by weighting the T values 
x 

proportionally to the observed sex-ratio of 

the population. The former procedure is used 

here. Assuming a sex-ratio at birth of 105, 

T values for both sexes combined were calcu-x 
lated as follows: 

(5.34) Tx (Tx (male) x 1.05) + Tx (female) 

2.05 

8,255,730 - -
5,182,661 - -

The results of these calculations are 

shown in column (2) of figure 5-51. The 5Lx 

values shown :in column (1) were derived from 

the Tx values on the basis of the following 

formula: 

(5.35) 

The 5Lx and Tx life-table values shown 

in columns (1) and (2) were then used in 

conjunction with equations (5.32) and (5.33) 

to calculate the number of intercensal deaths 

to each cohort (5dx)' which when cumulated 

above each age (x) as was done for the census 

populations (p and P ), resulted in the D* 
o 1 

values shown in column (3) of figure 5-50. 

For reference purposes, the "non-survival" 

factors appliedl in equations (5.32) and (5.33) 

are displayed i~ column (7) of figure 5-51. 

Following the computation of D* values 

for each age, the ratios D*/P and P ,Ip were 
o 1 0 

calculated for each age using the figures in 

columns (1), (2), and (3) of figure 5-50. The 

results of these calculations are shown in 

columns (4) and (5) of figure 5-50 and plotted 

in figure 5-52. 

-------------------- --.-._---
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Figure 5-52. PLOT OF POINTS (D"IP 0 ~ P lip 0) DERIVED FROM THE SMOOTHED AGE DISTRIBUTION FROM THE 
196'1 AND 1971 CENSUSES OF INDIA 
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Source: Derived from figure 5-50 
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The final step in the procedure is to fit 

a straight line to the points plotted in figure 

5-52, whose values for each age were calculated 

in the previous step. The results obtained 

using the'1971 Indian censuses are shown in 

figure 5-53. The various estimates of the 

intercept, k, and slope, -h, parameters for 

each age x shown in figure 5-53 were obtained 

by fitt.ing regression lines to successively 

larger numbers of points. The first estimate 

shown was derived based upon only two pOints 

(x = 0 and 5), while the last estimate takes 

into account all of the points up to and in­

cluding the point corresponding to x = 60. 

These estimates suggest that coverage in 

the 1971 census of India was somewhat poorer 

than in the 1961 census, although only 

slightly so. The estimates of differential 

undercoverage implied at varying points in 

the cumulative age distribution range from 

a high of about 2.8 percent for the points 

• 
• 

• 

.45 

D*/PO 

.55 .60 .65 .70 .75 .80 .85 

x = 0~ ••• ~15~ to a low of .0.6 percent for 

x = 0~ •.• ~55. The median estimate of this 

series implies a decrease in completeness of 

coverage in the 1971 census of approximately 

0.9 percent compared with the 1961 census, 

which is very close to the estimates of 

Premi (1982) and the U.S. Bureau of the 

Census (1978a). 

As indicated above, the estimates 

generated by the method are estimates of 

degree of differential coverage in the two 

censuses considered. In order to estima~e 

the. completeness of coverage in the 1971 

census on an absolute basis, an estimate of 

the level of undercoverage in the 1961 census 

is needed. If the U.S. Bureau of the Census 

(1978b) estimate of net underenumeration in 

the 1961 census of 2.7 percent is accepted, 

the implied net undercount in the 1971 

Indian census would be 3.6 percent (2.7 

percent plus 0.9 percent). 
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Figure 5-53. ESTIMATES OF THE LEVEL OF 
COVERAGE IN THE 1971 CENSUS OF INDIA 
RELATIVE TO THE 1961 CENSUS 

Points used in Fitting 
k Line to Estimate k and h 

x= 0, 5 .99057 
x= 0, 5, 10 .97960 
x= 0, .... , 15 .97212 
x= 0, t ••• , 20 .97732 
x= 0, .... , 25 .98526 
x= 0, .... , 30 .99248 
x= 0, .... , 35 .99143 
x= 0, .... , 40 .98894 
x= 0, .... , 45 .99210 
x= 0, .... , 50 .99314 
x= 0, .... , 55 .99364 
x= 0, .... , 60 .99228 

Mean .98741 
Median .99100 

Source: Derived from figure 5-51. 
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The two-census regression procedure 

described above provides a basis for assessing 

the relative completeness of coverage in suc­

cessive censuses. Aside from the population 

counts by age (and sex if sex-specific esti­

mates are desired) from the two censuses, the 

only other information required to apply the 

method is information on the level of mortal­

ity during the intercensa1 period. Either 

death registration data or a life table which 

may be assumed to be representative of mortal­

ity conditions during the intercensa1 period 

may be used for this purpose. Despite its 

apparent complexity, the method is quite 

straightforward computationally and may be 

applied using only a hand calculator. 

While experience to date with the method 

is limited, the results obtained by Luther 

(1983) in applications to seven Asian coun­

tries suggest considerable utility in the 

method. In his paper, Luther shows that esti­

mates obtained using the two-census regression 

procedure agree quite well with estimates for 

these countries based upon other methods. 

With regard to limitations of the method, 

two points warrant mention. The first point 

concerns the effects of migration on the 

resulting estimates. Since intercensa1 

migration will distort the observed census 

cohort survival rates, P IP , which are 
1 0 

critical to the estimation procedure, adjust-

ments to one of the two census counts will 

need to be undertaken in countries experiencing 

significant levels of net migration prior to 

the application of the method. 

The second point c~ncerns the sensitivity 

of the method to errors in the basic input 

data. Because ·of·the relatively few appli­

cations of the method undertaken to date, the 

extent to which such factors as severe census 

age misreporting er.rors and grossly distor~ed 

mortality information used in deriving D* 

adversely affect the resulting estimates of 

differential census coverage in successive 

censuses is somewhat uncertain. For example, 

Luther observes in his paper that the esti­

mates of differential coverage in the 1961 

and 1971 Indian censuses obtained using the 

unadjusted census counts vary considerably 

from age to age (that is, at different values 

of x). While the overall estimate of the 

degree of differential coverage in the two 

censuses obtained on the basis of the unadjust­

ed count is close to that obtained using the 

smoothed age data, the variance of the esti­

mate is significantly higher. 

In short, while the method appears to 

have performed adequately in previous appli­

cations, further investigation of the robust­

ness of the method is warranted. 
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Chapter 6. ADJUSTING CENSUS FIGURES 

1. INTRODUCTION 

Earlier chapters reviewed the types of 

errors that can occur in a census. If the 

errors are substantial and the validity of the 

counts delivered by the census is in ques­

tion, the central statistical office may wish 

to consider adjusting the census counts using 

information from the evaluation studies. This 

chapter will examine-the questions raised in 

considering an adjustment: how does one 

decide whether to make an adjustment, what 

effects will the adjustment have on the data 

collected and other products from the census, 

what procedures are available for making an 

adjustment, and how does one choose among 

alternative adjustment procedures? 

The implications for making an adjustment 

of the census figures are so far-reaching, 

however, that the decision to do so should be 

made at the time general census planning is 

taking place, rather than after the evaluation 

results have been processed. For example, the 

decision to make an adjustment will require 

the commitment of additional resources to the 

evaluation of the census. For a statistical 

office with a fixed budget, this means finan­

cial resources and staff are shifted away from 

the conduct of the census. In addition, the 

decision to adjust the data leads to choices 

between producing census counts in a timely 

manner and obtaining population estimates of 

the highest quality. A tradeoff arises in the 

choice between the timing of the census and 

the degree to which the counts can be improved. 

Decisions of this sort can only be addressed 

for each census individually; there is no 

general guideline for deciding whether to 

make an adjustment or for resolving the 

tradeoffs raised by the commitment of re­

sources in the census. 

This chapter will show that the issues 

surrounding census adjustment are varied and 

complex. Moreover, not many countries have 

actually adjusted their census figures, so 

past experience is very limited in terms of 

guiding the decision process. For these 

reasons, the chief benefit of this chapter 

will be in focusing attention on what the 

issues are, not necessarily what the best 

solutions might be. 

Z. GENERAL CONSIDERATIONS IN DECIDING 
TO MAKE AN ADJUSTMENT 

The decision whether to adjust census 

counts is very likely to be made at the highest 

levels of government; for example, at the 

ministerial level. Though there are many 

technical considerations that must be taken 

into account, there are also policy conse­

quences that will undoubtedly affect the choice. 

Making the decision can be a sensitive process, 

for it is quite possible that policy concerns 

could override the technical ones. In any 

case, it will not likely be the analysts, 

statisticians, or technicians alone who 

ultimately decide whether an adjustment will 

be done; it is their responsibility, based 

on their technical expertise, to make appro­

priate recommendations to the decision-

makers. 

On the technical level, there is a 

dilemma not usually encountered in other 

evaluation studies. In other evaluation 

settings, it is usually possible to determine, 

~-~------~- -~~~-
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for a subsample of the population, a more ac­

curate measure of the variable being studied. 

But for the estimation of a population total, 

it may be impossible to get a measure of 

the total which can be presented with confi­

dence as being more accurate than the census 

count. The analyst using estimates from a 

PES or demographic analysis may only be able 

to say that the estimates are an alternative 

to the census count. Deciding whether to use 

the census count or an estimate of the total 

from a research study designed for such a 

purpose has to be based on a theoretical 

justification for use of the count or an esti­

mate. There is no way to know the true popu­

lation total, and so there is no way to be 

sure that the adjustment using an estimate 

of the population gets one closer to the true 

population total. 

Another issue is in deciding where and 

how to make an adjustment. If an adjustment 

is made, it would cover a variety of geo­

graphic detail, and have an effect on 

demographic distributions. Consideration 

will have to be given to what levels of 

geography and which demographic variables 

are most important in the decision to make 

an adjustment. With this information and the 

theory underlying the population estimation 

procedures, the analyst can recommend 

whether to make an adjustment and which pro­

cedure to use. 

The analyst will need to know how to 

calculate gain or loss from making an adjust­

ment and also needs to develop a rule for 

determining whether an adjustment should be 

made. These should be chosen before analyzing 

the data available for the adjustment. The 

choice of an objective function as described 

above should reflect the effect of the adjust­

ment on the uses of the published census data, 

and the choice of a decision rule should 

reflect the cost of making an adjustment. 

Examples will help explain the choices to be 

made. 

Two objective functions that might be 

considered would be an adjustment that reduced 

the average error in the population totals 

versus one that would minimize the maximum 

error in the estimates. The first alternative 

is one which in expectation will minimize the 

average error in the estimates, but for which 

some of the changes due to adjustment can be 

quite substantial. The second alternative 

procedure would keep the largest errors after 

adjustment to a minimum, but might allow all 

errors to be larger on average. Since one 

will never know the errors in the estimates 

after adjustment of the census counts, one 

would use a proxy variable to indicate average 

or maximum error. Such a proxy might be the 

degree of change from the census counts, using 

the adjusted figures, as measured by the 

proportional change from the census count. If 

there is reason to believe that some geo­

graphic areas or some demographic subgroups 

were especially poorly covered in the census, 

then the degree of change may serve as a 

poor proxy, because minimization of change 

from the census would defeat the purpose of 

making the adjustment. 

On the other hand, if the coverage of 

the census is low but fairly uniform across 

all geographic and demographic subgroups, then 

one may recommend against making an adjustment". 

As an extreme example, suppose each area 

covered by the census was undercounted by 10 

percent. If the primary use of the census is 

for the disbursement of funds and resources 

by the national government based orr propor­

tional allocation, an increase of 10 percent 

in the population totals for each geographic 

area would have no effect on funds disburse­

ment. There would be no benefit to making 
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an adjustment, though the cost of doing it 

could be substantial. 

To summarize, in order to make appropri­

ate recommendations to the decision-makers, 

the analyst is faced with several choices 

from the outset. The first is whether to 

make an adjustment: a decision rule, or set 

of decision rules is needed to indicate 

whether the adjustment will make a sufficient 

difference in the final estimates of the pop­

ulation to compensate for the cost of making 

the adjustment. It may be that the estimated 

under count is too small or not variable 

enough across geographic areas to make an 

adjustment worthwhile. The second choice 

arises if more than one adjustment procedure 

is available. In this case the analyst must 

have an objective function to choose between 

procedures, or a function that would allow 

the combination of a set of population 

estimates. 

If an initial decision is made to adjust, 

the statistical office must determine how to 

do it. Decisions must be made about what 

counts should be adjusted, the geographic 

level at which adjustment is to be made, the 

consistency of the estimates, and the extent 

of the information to be adjusted. Most of 

these issues revolve around the publication 

and presentation of the counts from the 

census. The statistical office making the 

adjustment has the option of publishing both 

the census counts and the estimates from the 

adjustment, or only the adjusted counts. 

If both are published, it will have to be 

made clear at the time of publication which 

set is considered the official census figures. 

Failure to designate official census figures 

will lead to a variety of problems following 

publication, since different users would 

likely choose the set of numbers most advan­

tageous to their vested interests. 

A second decision is needed regarding 

what data are actually to be adjusted. For 

example, a census collects information on 

population, housing, and other characteristics. 

If one were to adjust only the population 

counts, but not the housing counts, figures 

such as the average number of persons per 

housing unit might become useless, and hence 

this index as an indicator of housing condi­

tionswould no longer be valid. A related 

issue is when different characteristics are 

to be adjusted, whether different procedures 

should be used to adjust the characteristics, 

or for consistency, whether one procedure 

should be used to make an adjustment for all 

characteristics. 

Various procedures can be used to esti­

mate the level of undercount in the census, 

but each procedure (e.g., a PES) is usually 

applicable to some minimum level of geography. 

Below that level, some other technique (e.g., 

regression) must be used to allocate the under­

count, or a decision must be made not to al­

locate the undercount to lower levels of 

geography. If the latter course is chosen 

the statistical office is faced with the 

problem of publishing figures for low levels 

of geography, such as blocks, that will not 

sum to published adjusted figures at higher 

geographic levels. Even if an adjustment is 

allocated to lower levels of geography, the 

technique chosen will not necessarily provide 

estimates at all lower levels that would sum 

to adjusted counts, unless the procedure 

carefully takes into account the total 

publication plans of the statistical office. 

See section 5.2 of this chapter for more 

information on allocating the count to lower 

levels of geography. 
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On the matter of consistency, it may be 

that there is more information available for 

certain portions or segments of the popula­

tion, so that a different allocation procedure 

could be used for these segments than for 

others. The analyst has to choose between 

using the additional information that is 

available and the consistency of using only 

one procedure across all segments of the 

population, even though the latter procedure 

may be optimal for each segment. 

The last issue to be addressed in this 

section is the extent of the adjustment. The 

notion of adjustment usually implies a 

census undercount - persons completely missed 

who should be counted. A narrower definition 

of adjustment, however, would be the use of 

imputation - that is, to make corrections for 

missed persons about whom there is some evi­

dence that a person (or at least a possible 

residence) was missed. For example, if there 

are some residences where no person has been 

contacted, the analyst may wish to impute 

persons into these residences, using other 

persons in the same enumeration area as the 

"deck" from which to impute. Often there 

will be information as to the number of 

persons and composition of the household 

and this information can be used as part of 

the imputation process. In the case where 

no information is available other than the 

fact that a residence exists but has not been 

enumerated, the number of persons is imputed 

first, and then the composition of the house­

hold is imputed from neighboring units. 

The latter approach is more restrictive 

than an adjustment for the undercount because 

it requires some tangible evidence that a 

unit or person was missed. But additional 

adjustment, beyond imputation, can also be 

based on a PES approach, where, through a 

matching study, other units and persons are 

found to be missed from the census, but not 

through the exercise of the regular census 

procedures. Furthermore, it may be acknowl­

edged that the frame for the survey used for 

the PES is incomplete, so an estimate is made 

of persons missing from the PES frame; this 

estimate is used as part of the adjustment 

process. 

The broadest possible adjustment would 

also take account of an estimate of the over-

count in the census. Duplicate enumerations 

and persons who should not have been enumerated 

(for example, children born after census day) 

could be deducted from the census total to 

give a more accurate estimate of the correct 

number of persons in the population. Because 

this problem is traditionally much less 

severe than problems of undercounting, there 

has been a tendency not to make an adjustment 

for overcounts. Duplicates and erroneous 

enumerations are harder to estimate correctly, 

can be scarce relative to the undercounted 

population, and so may add unwarranted diffi­

culties to the adjustment process. 

3. IMPACT OF VARIEV USES OF CENSUS VATA 

As part of the analysis of whether and 

how to make an adjustment of the census, the 

analyst has to consider what uses are made of 

census data. An important use for the data is 

program implementation and funds distribution. 

Some national and local government agencies 

rely on census figures to determine how to al­

locate funds and resources to various govern­

ment programs. The question for the analyst 

is to find out what data are mandated for use, 

what programs are most severely affected, and 

what variables are most often used to deter­

mine funds allocations. 

As pointed out in the previous section, 

adjusting only the population counts may do 

more harm than good if variables such as 
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number of persons per household, per capita 

income, and other ratio variables are pre­

dominant in funding formulas. The adjustment 

process must consider each of the variables 

used in funds allocation, and for variables 

which will be adversely affected by the ad­

justment, and offer alternative or proxy 

variables for the program affected. 

Another use of census data is in program 

management. The question of timeliness is 

critical here. While the adjustment may 

actually improve the quality of the census 

data used in program management, if it lags 

too far behind the census it would be of lit­

tle use for some programs. This may indicate 

that the adjustment contemplated should be 

made less comprehensive in order to meet the 

timing requirements for some important pro­

grams. Besides restrictions on the timing 

of the production of counts, there could also 

be regulations against the use of statistical 

or adjusted data for some programs. In this 

case two sets of census estimates would be 

produced - adjusted and unadjusted. 

Besides being used for the distribution 

of program funds, in some countries the census 

counts may be used to define political bound­

aries and to apportion seats in the national 

legislature. The apportionment process must 

often be completed soon after the census, 

again constraining the adjustment in terms of 

the time available to complete the research 

necessary. In some cases the apportionment 

of the legislature is based solely on 

population counts for existing geographic 

areas. In others, geographic areas are 

actually redefined based on census population 

counts and a variety of other census variables 

(called redistricting). Again, the considera­

tion here is how variables other than the 

census counts are affected by adjustment 

and what the effect is on the redistricting 

or apportionment process. 

In addition to funds distribution and 

uses for defining legislative boundaries or 

apportionment, there are many other uses 

of census data that need to be taken into 

account for adjustment purposes. One use of 

the census is as a sampling frame for surveys. 

Any redesign of the sampling frame would be 

affected by an adjustment in several ways - the 

definition of strata, the combination of 

geographic entities into primary sampling 

units, and the determination of probabilities 

of selection. Following the conduct of a sur­

vey, the adjusted census data could be used to 

poststratify the sample or to develop weight­

ing factors for ratio or raking adjustments. 

Besides survey uses, private businesses 

and researchers in other governmental agencies 

will have other uses for census data. For 

example, census data are commonly used to 

determine the location of new hotels, shopping 

centers, and government service centers. Cen­

sus data are used to determine and improve 

traffic flows or to analyze marketing stra­

tegies for various products. The analyst, in 

considering these uses, needs to determine 

the variables used for these applications, the 

effects an adjustment would have, and whether 

any of these applications require unadjusted 

data. 

4. OPERATIONAL CONSIVERATIONS IN MAKING 
AN AVJUSTMENT 

Before an adjustment is made, certain 

operational factors must be considered. These 

include when to make an adjustment, the type 

of revisions Lo be issued (if any), and how 

the adjustment process relates to the main 

census. 
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One of the most important considerations 

in making an adjustment is that it be done on 

a timely basis. The best adjustment pro­

cedure is useless if it takes too long to 
I 

perform relative to the demand for census 

data. The analyst has to determine when the 

counts are needed and what uses of the census 

will suffer if delivery of the counts is 

delayed by an adjustment. 

Anticipated early uses of the census data 

may severely restrict the time available for 

adjustment based on complete evaluation 

results. So a provisional adjustment could 

be made, which would be revised as more evi­

dence became available from the evaluation 

program, or a series of revisions could be 

incorporated. With this strategy, the 

analyst would need to know when the revisions 

would be needed to fit into various programs, 

and when revisions would be least disruptive 

to the publications program for the census. 

The decision would also have to be made as to 

how to publicize the revisions. Publications 

from the census could be reissued and if 

computer tapes ann geographic products like 

maps are also issued following the census, 

these could also be revised. But the revision 

process is costly and confusing. The more 

estimates produced, the harder it will be to 

disseminate the information to all users of 

census data. 

The decision to make a revision to the 

adjustment is closely akin to the decision 

initially to make the ad,justment. The same 

types of questions need to be asked: whether 

the change introduced by the revision is sub­

stantial enough to justify the cost of making 

the revision, and if more than one type of 

revision is plausible, how does one choose 

between alternative revisions. 

Finally, the choice to issue revisions of 

the adjustment will have an effect on staffing 

needs. It will be necessary to advertise and 

document changes due to revisions. Shifting 

existing staff to take care of these functions 

or adding new staff is necessary to help users 

adapt to the revisions and maximize their use 

of census data. 

4. 2 r nte.gft(d-Lng the. ad j 1L6tme.nt -Lnto the. 
c.e.n6 1L6 pflO C. e.6.6 

As part of the consideration of timing 

and publication, the adjustment will affect 

many facets of the census processing, espe­

cially if a PES is conducted. If the sta­

tistical office wishes to make the adjustment 

to the census counts soon after or at the time 

the census is published, the adjustment process 

must be incorporated into the conduct of the 

census. The publication program, the clerical 

processing of the data, and computer opera­

tions all need to be changed to incorporate 

procedures for the adjustment. Note that this 

is not the same as saying the procedures must 

be changed to accommodate the adjustment. For 

the adjustment process to work, it must be 

considered an integral part of the census, 

not as an add-on feature that can be put aside 

if problems arise in the census. 

As an example, if a PES is conducted 

shortly after the census, a large matching 

operation must be undertaken using census 

questionnaires. But these same questionnaires 

are being processed for the census: they are 

undergoing editing, keying, or some other 

process to get them on computer tapes, and 

the other census materials are in use at the 

same time to ensure a complete enumeration. 

If the PES is going to be used to adjust the 

census, some routing system has to be devised 

so that the PES has access to census ques­

tionnaires and materials shortly after the 
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census. The routing system must be designed 

so as not to create obstructions in the 

ceRsus processing. A delay in census pro­

cessing will eventually lead to a delay in 

the PES, starting a cycle of slowdowns that 

could eventually threaten publication of a 

completed product, especially if the adjust­

ment relies on PES data. 

5. METHOVOLOGICAL CONSIVERATIONS IN MAKING 
AN AVJUSTMENT 

There are many .techniques available to 

make population estimates and to estimate the 

undercount in the census. These include 

demographic analysis, reverse record check 

studies, administrative record studies, and 

post enumeration studies. These techniques 

have been described either in other chapters 

of this document or other texts on evaluation, 

and will not be described further here. 

Depending on the range of the evaluation 

program associated with the census, the sta­

tistical office conducting the census may 

carry out more than one type of study to eval­

uate the census. If this is the case, there 

will be a multiplicity of estimates available 

upon which to base an adjustment of the pop­

ulation totals, and the statistical office 

will want to give serious consideration to 

combining the estimates. Combining the esti­

mates has the advantage of taking the best 

characteristics from each evaluation program 

and using these characteristics to counter­

balance weaknesses in the other evaluation 

programs. For example, estimates from 

demographic analysis may only provide national 

totals, but those may be considered superior 

to estimates from a PES. The PES, however, 

can provide more geographic detail than 

demographic analysis, if the sample size is 

big enough. If the analyst believes that the 

differences for coverage among geographic 

areas are well represented in the PES, but 

that the totals calculated from demographic 

analysis are of better quality, the PES totals 

could be ratio adjusted to the demographic 

analysis totals, combining the best features 

of both estimates. 

One other consideration is the measure-

ment of populations which are especially hard 

to enumerate. An adjustment may be hampered 

by the lack of data for certain subgroups if 

these groups are not given special considera­

tion from the beginning of the research. 

Persons living in group quarters, tourists, 

nomadic populations, and other groups may 

cause special problems in either measuring 

the undercount or allocating the undercount 

to defined geographic areas. Careful thought 

should be given to identifying these groups 

and hmv they are to be measured. If this 

category includes the institutional population, 

such as persons in prison or the military, the 

analyst should consider whether a separate 

estimate is needed of the institutional 

population, and the possibility for use of 

administrative records to aid in estimation. 

5. Z Me;thod6 () 6 ad j U!.l:tme.VlX 

Just as there are several techniques 

available for measurement of the census under­

count, there' are also several techniques 

available for making an adjustment for lower 

levels of geography and more specific demo­

graphic subclasses. The techniques described 

in the preceding sections will only supply 

estimates of the under count for fairly gross 

levels of geography, like regions of a 

country. To make an adjustment of the census 

and to allocate the revised population 

figures down to lower levels of geography, 

techniques which will use the data from the 

measurement studies can be implemented. 

These techniques are synthetic estimation, 
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regression, and borrowed strength techniques. 

Each of these require that a set of variables, 

primarily demographic, be available for lower 

levels of geography, in some instances down 

to the person or household level. The tech­

niques permit modeling the distribution of 

the undercount at the level of geography 

appropriate to the measurement technique; the 

model obtained is then used to allocate the 

under count to lower levels of geography or 

to areas not in the sample. 

The modeling process for synthetic esti­

mation is to estimate the mean undercount 

rate (persons missed as a percent of total 

estimated population) for various demographic 

subgroups at a certain geographic level. 

These rates would then be used at the lowest 

level of geography, like enumeration area 

clusters, to allocate the undercount. This 

methodology takes the undercount at high· 

levels of geography and distributes it pro­

portionately at lower levels of geography. 

Synthetic estimates created in this fashion 

are guaranteed to sum to estimates of under­

count generated at higher levels. 

As an example, suppose that undercount 

estimates, U .. , are available at the national 
1-J 

level for age, i, and sex, j. Synthetic 

estimates, O"k' would be made for each 
1-J 

block, k, by multiplying the national level 

estimates by the proportion of persons having 

particular age/sex characteristics in the 

block relative to all persons having the same 

X. 'k 
age/sex characteristics 1-J 

LX"k k 1-J 

f) "k 1-J 

X. 'kU" 1-J 1-J 

LX. 'k k 1-J 

where the X variable is the 
person count. 

The second technique, regression, fits a 

regression model to the undercount estimates 

for a set of geographic areas (possibly pri­

mary sampling units, PSU's, or the larger 

geographic units they collectively represent). 

The estimates are generated in a fashion 

similar to that used for synthetic estimation, 

by applying the coefficients estimated at a 

grosser level of geography to characteristics 

and variables observed in finer detail. If 

undercount estimates, U., are available within 
1-

regions, i, a regression can be run on a 

variety of variables, like proportion of pop­

ulation under age 40, X ., proportion of male 
11-

population in region i, X ., and proportion of 
21-

census data 

U. = a + 
1-

where 

b ,b , 
1 2 

imputed, 

b X 
Ii + 

1 

a 

and b 
3 

e. 
1-

X ., with the equation 
31-

bx.+bX.+e. 
2 21- 3 31- 1-

the intercept of the 
regression 

slope coefficients for 
the age, sex, and 
imputation variables 
respectively 

the error term in the 
regression for region i 

To go to lower levels of geography, such 

as enumeration areas, j, within regions, the 

allocation would be implemented as 
" U .. a+bX .. +bX •. +bx .. 

1-J 1 I1-J 2 21-J 3 31-J 

These estimates are not guaranteed to sum to 

the surveyor demographic estimates formed for 

each region; instead the estimates 0 .. will 
1-J 

sum to the predicted values obtained from the 

regression conducted at the regional level. 

An alternative regression technique would 

be to fit the regression to sample units, such 

as PSU's rather than to broad regional areas 

for which estimates can be obtained from the 
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combination of several PSU's. The regression 

equation is used then to allocate the under­

count to all units in the population, based 

on the regression conducted on the sample 

units at the same level of geography. These 

estimates can then be allocated to lower 

levels of geography using the same methodology 

described in the preceding paragraph. 

Another allocation technique which will 

not be fully described here is the use of 

borrowed strength estimators. This technique 

requires ascribing a multivariate density to 

the undercount and its correlates; the multi­

variate normal is most often used. The use 

of prior and posterior densities in this esti­

mation is difficult to describe without also 

discussing the broader category of Bayesian 

techniques, which is beyond the scope of this 

manual. In the case where the multivariate 

normal is used as an asymptotic approximat:lui1 

for describing the density of the undercount 

and its correlates, the methodology is very 

similar to smoothed regression techniques. 

The reader is referred to articles by Scott 

and Smith (1969) and Sedransk (1977) for a 

complete description of the technique. 

5. 3 Implemen.tmo/1 06 me:l:hoci6 

Two interesting issues are raised by the 

consideration of allocation techniques: the 

question of how to form undercount estimates 

at all geographic levels, and how the alloca­

tion methods might affect the design of the 

under count estimation measurement techniques. 

As mentioned in the previous section, synthe­

tic estimates are guaranteed to sum to the 

totals used at higher levels of geography to 

make the estimates, but this is not true for 

regression or borrowed-strength estimates. 

If one wishes to retain the demographic or 

survey estimates at the levels for which they 

are formed, one can further weight the 

estimates at low levels of geography by the 

ratio of the estimates at higher levels to the 

sum of the estimates at lower levels. For the 

regression estimates, if they were regressed 

at the regional level and used to allocate 

down to the enumeration area, j, then the 

weight, W., for all estimates in region i 
7.-

would be formed as 

regional estimate (ratio i) from PES 

LV .. 
j 7.-J 

'" This weight applied to each of the V .. as a 
7.-J 

revised enumeration area estimate would force 

the enumeration area estimates to sum to the 

regional estimate. The obvious advantage to 

this procedure is to make the lower level 

estimates consistent with estimates generated 

by surveyor demographic methods. 

This weighting technique can be used to 

make allocations to lower levels of geography, 

also. In fact, weights can be assigned to 

each individual and household to allow any 

tabulation necessary using weighted totals. 

These weights would be similar to noninter­

view adjustments made in sample surveys. 

Problems can arise using this technique (and 

others mentioned above) if attention is not 

paid to rounding errors, since they can lead 

to inconsistencies among tables. This problem 

can be reduced by careful attention to the pro­

gramming of the tabulations. or the use of 

integeli weights. 

Use of integer weights has exactly the 

same effect as a "hot deck" imputation scheme. 

Integer weights would be randomly assigned to 

units within low levels of geography. For 

example, most housing units within an enumera­

tion area would receive a weight of one, but 

one or more units would receive a weight of 

two to "double-count" some units or persons. 

Under hot deck imputation, the records for 

these units would simply be duplicated on the 

census data files. The most severe problem 

with this method is if there is an overcount 
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measured for some demographic subgroups, this 

would imply assigning a zero weight to some 

units or individuals, effectively removing 

them from the census files. This \vould most 

likely be unacceptable politically since it 

implies throwing data away, although throwing 

data out at random is commonly used in experi­

mental designs for other purposes. 

Each of these methods has implications 

for the design of the data storage and tabula­

tion systems employed by the census. An 

adjustment to the census has far-reaching 

implications for the various stages of the 

census, ultimately affecting even the com­

puter systems used for processing the census. 

The adjustment has implications in the other 

direction also. If an adjustment is to be 

made, and regression or borrowed strength 

techniques are to be implemented, the evalua­

tion program should be designed to allow 

the greatest flexibility for both measurement 

of the undercount and the use of broadly 

distributed small areas as units in the 

regressions. As with other phases of this 

program, there is a tradeoff between the need 

for generating estimates with low variance, 

implying larger areas represented in the 

sample estimates (assuming a PES-like study 

will be used for the regressions), versus 

having more units available for the regres­

sions (the regression units being smaller and 

more diverse would each have a higher var­

iance). Optimal designs would have to take 

account of the national level and an upper 

bound on the variance of estimates at regional 

levels to be used in the regressions. 

6. EVALUATION OF THE EVALUATION 

If the evaluation results are to be used 

to adjust the census, then an assessment of 

the quality of the evaluation is needed for 

two reasons. The first is that adjustment 

will have the effect of reducing the relative 

proportion of persons in some areas and there­

fore the resources, such as funding, allocated 

to that area by the national government. It 

is necessary therefore to confirm that the 

adjustment is based on the best data avail­

able, whether it is a PES, demographic 

analysis, or some combination. The second 

reason for an evaluation of the evaluation is 

to give a sense to the researcher of when the 

evaluation data are "good enough" to use in 

an adjustment, and if not, how much more 

research is needed. Applying the adjustment 

will have to be done fairly quickly after 

the census is complete, and so the research 

on the evaluation should take this into 

account. That is, the focus of part of the 

research should be on how to come to closure 

rapidly on deciding how to make the adjust­

ment. A number of key decisions on how to 

make the adjustment cannot be made until the 

data are in hand, and evaluation research 

should be directed towards quickly determining 

which adjustment techniques will not be 

feasible. 

7. CONCLUSIONS 

Any type of adjustment introduced into 

the census will have far-reaching consequences. 

It will affect the way the census is conducted, 

how the results are published, the quality of 

the final data produced, and even noncensus 

operations conducted by the statistical office 

or other organizations which use census data 

for the design of surveys. The adjustment 

will be time consuming, costly, and require a 

significant amount of staff resources. 

But an adjustment to the census may be 

judged to be necessary. If coverage for 

certain population groups is not up to the 

standards set by the statistical office, 

the adjustment may be of great benefit to 



f .... --, 

Chapte.,r 6 ADJUSTING CENSUS FIGURES 209 

the population groups disproportionately under­

represented and to the economy as a whole. 

A key conclusion that should be drawn 

from this chapter is that, although the 

adjustment may be expensive to the national 

statistical office, at the same time it may 

be necessary to reflect adequately the 

composition of the population being measured. 
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Chapter 7. PLANNING FOR CENSUS EVALUATION 

1. I NTROVUCTI ON 

Planning for a census evaluation program 

has many facets in common with planning for 

the census itself. They include determining 

overall objectives; organizing, recruiting and 

training of staff; data collection, process­

ing, analysis and publication; budgeting; 

developing and monitoring detailed schedules 

of operations; and dealing with relevant 

issues concerning publicity, confidentiality 

and legal mandates. 

When field studies, such as a coverage 

study to measure an undercount or an inter­

penetration design to study systematic enumer­

ator errors, are to constitute one or more 

components of the evaluation, the planning 

process takes on the additional requirements 

necessary for planning any moderately complex 

sample survey. In addition to the elements 

already mentioned for census planning, each of 

which is also necessary for any field study, 

there is a need for developing the evaluation 

questionnaire and the survey plan, designing 

the sample, pretesting, mapping, case-by-case 

matching (in a coverage study), and preparing 

the various estimates with requisite measures 

of precision. 

Further, the use of administrative re­

cords and/or demographic techniques in the 

evaluation imposes still more planning require­

ments beyond those necessary for census-

taking or for survey operations. With the use 

of demographic methods, allocation of (exist­

ing) staff becomes an important planning 

consideration. In addition, planning needs 

include determining the overall measurement 

methodology, including choosing among compet­

ing techniques; and acquiring, assembling and 

using various independent data files and data 

processing protocols. 

Finally, even though the concept of in­

dependence is a guiding principle that pervades 

the design of an evaluation program, coordi­

nated planning of the program cannot be inde­

pendent of the census. 

2. GENERAL REQUIREMENTS 

In developing the overall plan for evalu­

ating a population and housing census, there 

are many features of the process which are not 

unlike those for any large-scale data collec­

tion program, such as the census itself. 

2.1 OveJ1.aU. objective/.J 

Perhaps there is no greater obstruction 

to achieving a satisfactory evaluation program 

than failing to set forth, early enough, clear 

and unambiguous objectives to be served by the 

evaluation. This is true whether the objec­

tives are modest or comprehensive. If the 

group in charge of overall census policy 

planning can settle upon what is wanted out of 

the evaluation, the task of designing how best 

to do it is made considerably easier for the 

technical evaluation staff. Too often, in 

the absence of well-defined and stated objec­

tives, evaluation "planning" begins with un­

focused discussions and arguments on how to 

do an evaluation rather than what to do. 

Though the feasibility of undertaking any 

evaluation effort has, of necessity, to be 

part of the planning process, deciding upon an 

appropriate, practical methodology for evalu­

ation is, nevertheless, the second major 

activity to be developed. The first is to 

decide and agree upon what the evaluation is 
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to find out. In ascertaining what an evalu­

ation should encompass, there are many consid­

erations, but the most important are scope, 

cost, resources and feasibility. 

2.11 Scope.--The scope of a census 

evaluation program is highly dependent on the 

uses that are to be made of the census data 

itself. As a hypothetical example, one 

country may have a legislative requirement to 

obtain the "best estimate" of the population 

at the national level based on the census 

results. With prior evidence of undercounts 

in previous censuses, the census planning 

group could plausibly decide that the best 

strategy for fulfilling the legislative re­

quirement would be to adjust the nationwide 

census total on the basis of a concurrent esti-

mate of the undercount. The planning group 

might conclude, therefore·, that the only 

objective of their evaluation program would be 

to estimate the undercount. 

The above example specifies a simple 

objective, though not an easy one to implement. 

It is more likely that an evaluation program 

would serve multiple objectives. An appro­

priate scenario could be a country that wishes 

to: 

(1) Estimate the census under count at 
the national level, with a certain 
reliability; 

(2) Estimate the census undercount at 
the regional, provincial, or other 
subnationa1 level, at specified 
reliability levels that are equal, 
for example, by region but less 
than the specified reliability for 
the national estimate; 

(3) Analyze evidence of age misreporting; 

(4) Compare race/ethnicity estimates 
with independent data; 

(5) Measure the extent of response 
variation on new census questions 
designed to tap internal migration; 

(6) Study the correlated component effect 
(enumerator variance) to provide 
information to guide a decision on 
the possible use of self-administered 
questionnaires in a future census; 

(7) Analyze the undercoverage estimates 
by various socioeconomic categories 
to the extent practicable, given 
reliability limitations, in order to 
identify population subgroups where 
improved coverage methods might be 
tried in the next census. 

It seems clear that the scope of census 

evaluation may range broadly from having a 

single objective to having multiple objectives. 

Naturally, the more objectives there are, the 

greater the need for sound planning early in 

the census process. With multiple objectives, 

the planning function is the only way to safe­

guard against conflicting objectives or to 

provide the kind of oversight needed to ensure 

that other important objectives are not 

neglected. 

2.12 Cost.--The first decision that the 

census planning group must make with respect 

to evaluation planning is whether there is to 

be a meaningful evaluation program or not. 

This is not strictly a policy or program 

consideration; cost is a determining factor. 

When one considers that a comprehensive eva1u­

a.tion program could account for 5 to 10 per­

cent of the total census budget, certain 

choices must be made. For example, if samp­

ling is used in the census enumeration to 

gather some of the questionnaire items, it is 

relevant to consider whether increasing the 

sample size (commensurate with the 5 to 10 

percent evaluation allocation) to improve the 

reliability of estimates for small areas might 

not better serve the overall aims of the cen-

sus than conducting a post-enum,eration survey 

to measure undercoverage. 

In most countries with scarce resources, 

this and other choices must be made in 

.~~~~--------
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deciding whether to allocate funds for evalu­

ation. It is necessary to make the appropri­

ate trade-offs between evaluation and other 

competing activities, such as verification of 

coded items, nonresponse follow-up, verifica­

tion of data entry, and a number of other 

de~irable quality control efforts. It gener­

ally is felt in most countries today, however, 

that census evaluation is an integral part 

of census-taking, and so the ideal situation 

is for census planners to allocate some 

amount of funding for the conduct of a defen­

sible evaluation program. 

2.13 Resources.--Costs are clearly 

important, but the availability of other 

resources as well impinge upon the planning 

considerations in census evaluation. It may 

be necessary to increase the existing staff 

with several statisticians trained in demog­

raphy, mathematical statistics, sampling, 

experimental design and survey methodology, 

as well as computer programmers with mathe­

matical training. The need for specialized 

equipment, such as microcomputers for some of 

the technical analyses, has to be assessed in 

the initial stages of planning. Data process­

ing requirements in particular can be trouble­

some if not properly planned; though the 

processing needs for an evaluation program are 

not likely to be as extensive as those for 

the main census, they are different and can 

be more complicated. 

Hence, close examination of the overall 

resource requirements, by type and amount, 

is necessary to help shape the scope and 

scale of the evaluation program. 

2.14 Feasibility.--Closely related to 

the resource considerations in planning for 

census evaluation is the issue of feasibility. 

For a country which may have never conducted 

a comprehensive census evaluation, it simply 

may not be feasible to plan a complex 

evaluation program requiring enormous technical 

resources or several stages of pretesting. On 

the other hand, many options for examining 

current census data for consistency and 

reasonableness are available to any country, 

so that technical feasibility should not be a 

particular hindrance for these methods of 

evaluation (see chapter 4). 

The highest levels of management in the 

statistical agency responsible for the census 

must be fully committed to both the philosophy 

and the implementation of census evaluation. 

An almost certain way to doom an evaluation 

program is to try to carry one out without 

such commitment. Lack of institutional 

commitment can lead to damaging modifications 

or cutbacks in technical stages of the evalu­

ation or even total abandonment of the program, 

under the combination of intense pressure and 

scarce resources which must be devoted to 

completing the main census. 

Organizationally there should be desig­

nated a director of the census evaluation 

program who guides the totality of the effort. 

The evaluation director should, however, have 

no other responsibilities in connection with 

the main census operation. This person should 

be a member of the central census (policy) 

planning group and should report directly to 

the census director. Depending upon the scope 

of the evaluation program, the evaluation unit 

could be staffed in a variety of ways. A 

critical requirement, however, is the need for 

independence from the main census. The staff 

that are charged with carrying out the evalu­

ation must be dedicated to that effort with 

no other operational responsibilities in the 

main census to the extent feasible. Indepen­

dent evaluation is one of the standards of 
L 

design, and this precept extends to the staff 

working on evaluation. 
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With regard to training, the selection 

criteria for choosing enumerators and the type 

of training given may differ considerably from 

that for the main census. Otherwise, there is 

nothing specialized about recruitment or train­

ing of either office staff or field personnel 

for census evaluation compared to the main 

census itself. It is only necessary to plan 

for training in the early stages of the census 

process in order to ensure that adequate staff­

ing will be available to conduct the evaluation 

efficiently. 

With the scope of the evaluation firmly 

in mind (see section 2.11), technical planning 

can begin. Here there are different levels of 

planning, especially if the evaluation scope 

is multifaceted with many diverse objectives. 

Just as it is the responsibility of the census 

planning group to ensure that the overall 

objectives are integrated and nonconflicting, 

that group also has an oversight responsibility 

for integration of the technical planning. 

The responsibility for devising the de­

tailed plans would be parceled out to several 

technical planning groups, each of which would 

be in charge of a particular component of the 

evaluation. For example, it might be reason­

able and efficient to establish three techni­

cal groups, in charge, respectively, of (a) 

a post-enumeration survey, (b) a content re­

interview check and (c) analysis using demo­

graphic techniques. Each group would develop 

its own technical plans, commensurate with the 

objectives mandated by the census planning 

group, and work somewhat independently of each 

other within specified guidelines for design. 

This is not to suggest that coordination of 

the planning functions carried on by each 

technical group is not essential (see section 

5). These technical groups should, however, 

include some members of the main census opera­

tion to enhance communication and, consequent­

ly, the final product. 

What are the basic elements of sound 

technical planning? First and foremost, 

the objectives of the evaluation have to be 

clear, unambiguous, and specific (this has 

already been discussed at length in 

section 2.1). Beyond that is the need for 

coordination with census operations, overall 

manageability, decisions on the choice of 

methodologies, and development of the 

evaluation design. 

2.31 Relation to overall objectives.-­

As mentioned, the need for good, clear objec­

tives is mandatory and has already been 

expounded. The reason this is so important to 

technical planning is that any statistical, 

technical or operational plan that is con­

sidered is much easier to formulate when the 

goals of the evaluation are well-understood by 

the design technicians. 

2.32 Coordination with census opera­

tions.--Much evaluation work is dependent upon 

the census materials themselves. The avail­

ability of maps for a PES, the degree of 

tabulation detail of the census estimates for 

demographic analysis, and the timing of both 

the field work and data processing for the 

census are just a few examples of the many 

census activities that have to be taken into 

account by the evaluation specialists in 

planning. 

It is apparent that thorough familiari­

zation with the census plans and operational 

schedule is a prerequisite for evaluation 

planning. It is equally apparent that the 

evaluation plans must fit together with the 

census operations. This of course must be 

accomplished with minimum disruption to on­

going census activities. 
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2.33 Manageability.--The particular 

evaluation scheme that is proposed obviously 

must be manageable, in several ways. The 

complexity of the operational and measurement 

tasks set forth must be within the capability 

of the staff to carry them out, or else out­

side assistance must be planned. Timing con­

siderations must be realistically planned with 

allowances for contingency operations. An­

ticipated use of data or materials from other 

ministries as input to the evaluation estimates 

must be researched in advance with respect to 

availability, relevance, timeliness and utility. 

2.34 Choice of methodologies.--Initial 

decisions on the choice of suitable methodol­

ogies must be made by the technical planning 

group. Evaluation techniques are evolving 

with new and improved methods coming about 

rapidly. But different methods work in dif­

ferent countries, and what may be a useful 

evaluation tool in one census may be seen to 

be obsolete by the next. In many countries 

the choice of an evaluation measurement method 

is constrained severely, not by the lack of 

expertise or knowledge, but by the lack of 

suitable independent data that might be used 

for comparative purposes. 

The evaluation plann"ers thus have to 

choose methods and techniques that are robust 

and practical, yet germane and faithful to 

the objectives. 

2.35 Development of design.--The design 

of an evaluation program can perhaps best be 

defined by the study methodology to be used. 

The study methodology is also referred to as 

the "research plan"; it entails the specifi­

cation of the parameters of the design. 

These parameters include when and how the data 

will be collected, optimization determinants 

in balancing costs against variance and bias, 

the characteristics of the sample design (if 

sampling is used), the target population to 

be studied, the properties of estimators to 

be used, etc. 

Where planning plays a key role in design 

development is in recognizing the need for 

modifications, which are inevitable, in the 

initial design parameters. Hence, planning 

for various design contingencies is probably 

necessary, or "actually planning alternative 

designs may be required. 

As an example, Procedure A for the PES 

(see chapter 2) cannot feasibly be used in a 

de jure census. The census planning group 

may be undecided about whether to use de jure 

or de facto methods and they may therefore 

plan to conduct some field tests before making 

the decision. The study design specialists 

in charge of the PES cannot "design" the use 

of Procedure A into the evaluation program 

until a decision is reached about a de jure 

versus a de facto enumeration. In this 

instance it would behoove the evaluation des­

ign group not only to plan for Procedure A 

conditionally (if it is otherwise deemed 

viable), but also to develop alternatives to 

Procedure A. 

z . 4 Budg eting 

A comprehensive census evaluation can 

easily demand as much as 10 percent of the 

total budget for the census. Planning the 

budget for the census ~valuation must be done 

at the same time planning the budget for the 

census takes place. When funds for the census 

are legislatively authorized or sought from 

donor organizations, they must include, 

specifically, a line item for the evaluation 

component. Detailed budgets will have to be 

developed by each staff responsible for the 

various evaluation modules (e.g., the PES 

program, the demographic analysis program, 

etc.) which make up the overall evaluation 

effort. 
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2.5 Veve1..opmen:t aYld movUtoJUYl9 06 .6eheclu,tv., 

Planning to develop detailed schedules 

of all operations in the evaluation program 

is recommended. For a multifaceted effort, a 

separate detailed schedule for each evaluation 

study or component is necessary. 

It is recommended that flowcharting of 

major operations and activities precede the 

preparation of detailed schedules. Again, 

the more comprehensive or complex the evalua­

tion, the more this is needed. Ideally the 

flowchart(s) would show the integration and 

relationship of operations among the separate 

evaluation components, 

and the relevant 

nections with main census operations (for 

example, how matching PES cases fits with 

census processing). 

With the existence of good schedules, 

evaluation managers can monitor progress 

more easily, and in doing so, they can also 

see where alterations in plans must be made 

because of unforeseen snags. 

2.6 Pubtlcity, eOYl6~denti~y, aYld legal 
m(LYldcde 

In most countries a periodic population 

census is legislatively authorized. And, also 

by law, response to the census questionnaire 

is mandatory. It is important that there also 

be a legislative basis for conducting a census 

evaluation. 

When second interviews are taken with a 

sample of respondents for evaluation purposes, 

whether with the same questionnaire or a 

different one, it is critical that respondents 

understand why. Enumerators must be prepared 

to give a brief explanation of the reason for 

the second interview and how it is to be used. 

In this connection advance publicity ot the 

fact that some households, to be chosen strict­

ly at random, will be asked to respond to a 

second census-related evaluation questionnaire 

is useful to foster cooperation and high 

response rates. 

When there is a legal mandate for the 

evaluation it is easier to plan both an 

appropriate publicity campaign and the content 

of prepared statements that enumerators can 

use to persuade reluctant respondents. Of 

course, if response to the evaluation question­

naire is mandatory, this requirement must be 

made known to respondents. 

Related to the legal aspects of data 

collection is the issue of confidentiality. 

In countries where individual responses to 

census questions are confidential and used 

only for statistical aggregation, the evalua­

tion responses should also be treated confi­

dentially. Respondents must be informed of 

this. Reinterview surveys are sometimes 

particularly difficult because some respondents 

may feel that they are being checked on due to 

something being "wrong" with their responses 

in the main census questionnaire. This sen­

sitive problem can be lessened if the enumerator 

enumerator can emphasize the random manner in 

which the respondent was chosen, the confi­

dentialnature of the questionnaire, and that 

the results are to be used only for statistical 

purposes. 

The confidentiality issue on the use of 

administrative records is also important in 

planning the evaluation program. For example, 

if civil registration lists are to be used 

to do a record match to estimate the number 

of aliens, it would be necessary to plan what 

exchange of information between the census 

agency and the civil registration agency would 

be kept confidential, and how it would be 

done. 
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3. SPECIAL REQUIREMENTS FOR FIELV STUVIES 

There are a host of concerns related to 

planning that are generally applicable to cen­

sus evaluation as discussed in section 2. 

Depending upon the specific nature of the 

evaluation program, there are additional con­

cerns. This section deals with those specific 

planning issues for an evaluation program that 

includes field studies or investigations. 

The planning which is necessary for the 

design of field questionnaires and, in general, 

the deve1op~ent of the overall evaluation 

survey is not conceptually different fr0m that 

for any sample survey. As such, there is the 

need to plan the questionnaire content, word­

ing and layout; the timing and distribution of 

the field work; the timing and method of proc­

essing the completed questionnaires; etc. 

Where planning for questionnaire design/ 

survey operations is distinct for census 

evaluation is in the necessity for complete 

integration or coordination with the main cen­

sus. Questionnaire content for evaluation 

is unavoidably tied to a subset of census 

content, although the exact wording and design 

are not. For example, a reinterview study 

might be designed to assess response variation 

on census reporting of single years of age; 

the measurement instrument, or questionnaire, 

might be radically different in approach, se­

quencing, or wording than the census question­

naire, though both may contain the same sub­

stantive content for age measurement. 

Thus in planning the evaluation survey, 

planners must be keenly aware of the need for 

sufficient lead time to develop the instru­

ments. It is particularly likely, for example, 

that pretesting various versions of evaluation 

questionnaires will be necessary when the pro­

posed instrument is otherwise untried. Of 

equal importance is the need for evaluation 

planners to take heed of how changes in census 

plans can affect the evaluation plan. For 

example, the census planning group may conduct 

a pretest of several questions on disability 

before deciding whether to include those 

questions on the final questionnaire. The 

evaluation group must, accordingly, coordinate 

its plans with the census planning group if it 

intends to evaluate the quality of response 

on disability. 

3.2 Sample d~~gn 

The keys to proper planning for the sample 

design of an evaluation survey include (a) 

determining the domains of study, (b) deter­

mining the source of sampling frame, and (c) 

seeking independence of design and implementa­

tion. 

3.21 Domains.--P1anning should be done, 

at the outset, on what the domains of study 

should be in the evaluation survey. Domains 

are the geographic areas or, in some instances, 

the demographic or socioeconomic subgroups 

for which separate estimates are needed with 

certain, specified degrees of precision. 

Determining the definitions of the domains 

follows logically from setting the evaluation 

survey objectives (see section 2.1). Thus, 

planning to specify the study domains clearly 

is a prerequisite for the technical staff in 

charge qf designing the sample. With the 

domains clearly delineated, the way is paved 

for working out the design issues, such as 

determining overall sample size, deciding on 

the number and make-up of the stages of 

sample selection, and determining how to build 

in sampling efficiencies such as clustering or 

stratification. 

3.22 Sampling frame.--A very basic plan­

ning issue is deciding on what source materials 

are to be used to develop the sampling frame 
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for the evaluation survey. The key is in 

whether the frame is to be developed from the 

census being evaluated, or from some other 

source. For a coverage evaluation survey, a 

source apart from the current census is manda­

tory in order to fulfill the independent 

measurement requirement. On the other hand, a 

content reinterview survey might plausibly 

make use of either the current census listings 

or a current household survey sample as the 

sampling frame. 

In either case, important timing consid­

erations must be taken into account in plan­

ning. If the current census is to constitute 

the frame, then planning must proceed on how 

and when to get access to the census listing 

books, maps, enumerator assignments, or other 

materials for purposes of constructing the 

frame. Part of the planning effort must deal 

with the problem of minimizing interruption 

to the flow of census documents for census 

processing, while at the same time seeking to 

get the evaluation survey frame developed in 

a timely manner. This can be a crucial 

problem since the evaluation survey must 

usually follow the main census enumeration 

within a very short period of time. 

When an independent source, such as an 

area-based frame for a coverage study, is 

used for the sampling frame, planning for the 

development of that frame can proceed without 

concern about the main census materials as 

such. However, planning may have to begin 

sooner than that for the census-based frame, 

especially if the independent source must en­

tail a considerable amount of development in 

its own right. 

3.23 Independence.--Throughout this 

manual, independenct has been stressed as one 

of the rules of census evaluation. Indepen­

dence is especially important for the sample 

design. Planners should make provisions for 

a separate staff, if possible, to be responsi­

ble for designing the evaluation survey sample, 

that is, a staff separate from the group which 

would have responsibility for the use of samp­

ling and its design in the main census. As 

noted, an independent area-based frame is a 

must for a coverage evaluation survey. In the 

field, the individuals responsible for listing 

and enumerating sample households should be 

independent of those working the same geographic 

areas in the census. 

3.3 Mapp-tl1g 

The use of maps in the main census re­

quires an enormous amount of planning. Plan­

ning for the use of maps in census evaluation 

surveys is no less important, though 1ess 

extensive. For example, the use of segment 

maps may be the only cartographic requirement 

in a PES, and the scale of a PES is, of course, 

much smaller than the census. It is not 

possible to conduct a PES, in fact, without 

maps, since the unit-by-unit coverage has to 

be judged in area segments with well-defined 

boundaries. Appropriate planning for the 

timing of the preparation of the evaluation 

survey maps is, therefore, an important 

responsibility of the technical planning group. 

It is likely that a certain amount of pre­

testin~ will be done in preparing for the 

main census, including small-scale field tests, 

pilot testing, and perhaps a full-scale "dress 

rehearsal." Just as likely is the possibility 

that evaluation survey pretesting will be done. 

With a content reinterview study, the 

questionnaire can be different from the main 

census questionnaire (see section 3.1). In 

this case, it is essential that some pretest­

ing be done to establish feasibility, deter­

mine necessary modifications, etc. For a PES 
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or interpenetrated study design, the survey 

methods are more complex, and so pretesting of 

the overall field methodology probably is 

necessary before engaging in the full-scale 

operation. For a PES, it is also particularly 

important to test the overall workability of 

the proposed matching procedures. 

In general, it is vital that countries 

which have never undertaken evaluation surveys 

plan for appropriate pretests. Even those 

countries which have experience in evaluation 

surveys would benefit from planning certain 

pretests in order to refine their measurement 

procedures. 

3 • 5 MOvtcJung 

Matching of individual records between 

the evaluation survey and the main census is 

one of the distinguishing features of a PES 

or content reinterview program. It is also 

one of the most difficult; if not done well, 

the evaluation survey results can be r'endered 

useless. Devoting sufficient attention to 

planning the intricate requirements for the 

entire matching operation (whether exclusive­

ly manual or computer-assisted), establishing 

matching rules and reconciliation procedures, 

integrating the flow of records between 

census and evaluation, etc., is one of the 

most demanding and critical responsibilities 

of the technical planning group. 

3.6 PILe.paJtwon 06 ~;UJnOvte.1.J and me.al.JuJl.~ 
06 plLe.W-lOn 

Since an evaluation survey, whatever its 

design or purpose, is based on a complex 

sample plan and enumeration, then the prepara­

tion of the evaluation estimates will likely 

be somewhat more complicated (and will cer­

tainly be of a different nature) than the 

main census estimates. Even if sampling is 

used in the main census, it often is done in 

such a way that the resulting estimation 

procedure is straightforward. Moreover, 

various measures of reliability, such as samp­

ling error and certain bias components of 

the total mean square error associated with 

the evaluation estimates themselves, will also 

be computed. It is necessary, therefore, to 

plan for these added complications, with 

respect to their impact on such matters as the 

need for technical assistance, additional 

timing to carry the assistance out, 'computer 

programming requirements, and presentation 

of results. 

4. SPECIAL REQUIREMENTS OF VEMOGRAPHIC 
TECHNIQUES 

The preceding two main sections of this 

chapter have discussed the planning needs 

(a) generally applicable for census evaluation 

and (b) those necessary especially for field 

studies. This section takes up planning needs 

which are especially pertinent to demographic 

techniques of evaluation, those that do not 

rely upon original data collection in the 

field. 

4.1 Sta66 de.velopme.nt 

In many respects it can be argued that 

demographic analysis for the evaluation of 

census data is a continuing process, extending 

in unbroken activity from one census to the 

next. Indeed many countries retain a small 

professional staff of demographers and 

statisticians who are employed full time for 

the purpose of a.na1yzing census data, including 

assessing its quality. 

Planning the demographic components of 

census evaluation, therefore, may not call 

for substantial augmentation of staff but 

rather a shift of focus for the existing 

staff from their regular analysis tasks to the 

special-purpose tasks of designing and 

executing the evaluation progra~. In countries 

where little or no demographic evaluation 



220 EVALUATING CENSUSES OF POPULATION AND HOUSING 

takes place, the census planning group must, 

in the process of assessing its plans for the 

demographic evaluation component, decide what 

staffing is needed, so that budgeting and 

recruiting for evaluation can be done. 

4. Z OveJtaU meMMement methodology 

There is a wide array of demographic 

methods that can be used to evaluate census 

estimates (see chapter 4). The choice of 

appropriate techniques must take into account 

the cost, availability, and quality of· inde­

pendent data, the complexity of applying one 

technique versus another, and, of course, 

considerations of primary versus secondary 

objectives to be served by the evaluation. 

So, development of an overall plan for 

the demographic evaluation methodology is 

necessary to achieve a cohesive and ·integrated 

evaluation; one that meets the proposed 

objectives but is within the limits or con­

straints of staff capability and resources. 

Moreover, the demographic evaluation plan 

should be developed along with the plans for 

other aspects of the total evaluation package, 

coverage, reinterview, etc., to achieve 

a properly coordinated and comprehensive 

census evaluation program. 

4.3 Obtai~ng independent data ~ou~eeh 

Many data sources can be used in the 

various demographic evaluation methods. One 

of the most obvious sources, which is inde­

pendent from the current census, is data from 

previous censuses. Another may be current 

survey data from the country's intercensal 

survey program. Still more sources might be 

vital statistics records, civil registration 

records, income tax records, or social 

insurance records. 

Plans must be made for accessing each 

data source that will be needed, acquiring 

the data, manipulating it to provide the 

necessary comparative estimates, and preparing 

some fairly detailed documen7~tion. To the 

extent that some data sources may be juris­

dictionally housed in other ministries, early 

planning is necessary to allow for formalities, 

questions of confidentiality, technical dif­

ficulties of data conversion to the proper 

computer format, etc. 

5. COORDINATED PLANNING 

We have stressed throughout this chapter 

that good evaluation is served by indepen­

dence of effort. That is, a sound census 

evaluation program is best accomplished when 

the evaluation design and implementation are 

carried out by a dedicated staff whose duties 

are independent of main census operations. 

This is not always possible in countries where 

resources are limited; but to the extent 

practical, it is a goal to strive toward. 

Certain technical requirements, however, such 

as not allowing the census field staff to know 

which area segments are selected for the PES, 

exemplify the necessity for separation of 

effort. 

In spite of the need for indepen~ence in 

the technical facets, however, there is one 

aspect of census evaluation where independence 

of effort would be detrimental; that is in 

the area ot planning. Planning, at all levels, 

must be coordinated and interdependent. The 

central ~ensus planning committee must in­

corporate the evaluation plans as part of the 

overall census program; this committee must 

therefore have representation from the evalua­

tion group, probably the census evaluation 

director. Further, specific components of an 

evaluation program require coordinated plan­

ning, with each other (e.g., PES, interpene­

tration study, reinterview) and with the 

main census. It is essential therefore that 

the managers in charge of those specific studies 

work together for integrated planning. 
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THE THEORY ANV METHOVS OF THE STATISTICAL EVALUATION OF CONTENT ERROR 

1. I NTROVUCTI ON 

This appendix describes the statistical 

theory for the methods used in chapter 3 in 

the evaluation of census content error. This 

theoretical development assumes familiarity 

with the concepts of expected value, variance, 

and general statistical modeling techniques. 

It is included for those readers with a good 

knowledge of basic statistics who require a 

deeper understanding of the concepts and 

methods of statistical evaluation in order to 

design, analyze, and interpret the results of 

evaluation studies. 

2. THE GENERAL MooEL ANV FORMULATION 

In this section, a general model for in­

vestigating response error in both sample sur­

veys and censuses will be described. Sample 

surveys are included in our discussion because: 

(1) Most census evaluation studies are con­
ducted on a sample basis. 

(2) The census itself may incorporate a 
sample component for some items. 

(3) Some commonly used statistical measures 
of content error were 'originally developed 
for sample surveys and are, therefore, 
best described from this perspective. 

We shall focus on one particular item on 

the census questionnaire in our development. 

For our purposes, the term census population, 

or population, is the collection of all units 

targeted in the census for this item. For 

example, the units may be persons, households, 

or housing units possessing some screening 

characteristic. 

Let N denote the size of the census pop­

ulation. Let n denote the size of a sample 

drawn from the population for some purpose-­

e.g., an evaluation survey, a census survey 

component, or otherwise. 

Denote by the subscript j, the jth unit 

in the sample, by y. the final recorded re­
J 

sponse for the jth sample unit, by ~. the 
J 

e. true value of unit j for the item, and by 
J 

the deviation of y. from ~., that is the error 
J J 

in unit jls response. We have just described 

a very simple response error model, namely, 

(2.1) 

or, in words, 

Recorded 
value 

True + Error 
value 

The statistical evaluation of census con­

tent error strives to determine the impact of 

the errors, e., on census totals, proportions, 
J 

and means. It assumes that the e., are random 
J 

variables and attempts to estimate their means, 

variances, and covariances, since these com­

ponents comprise the total error in census 

statistics. 

Let Y denote the census total for some 

characteristics. The total error in Y is 

measured by the mean square error (MSE) which 

is the bias of Y squared plus the variance of 

Y. That is 

(2.2) MSE(Y} = [Bias(y}]2 + Variance(Y} 

For example, the census total, Y, is given by 

Y 
N 

LY' . 1 J J= 

which by model (2.1) is 

N N 
L~·+Le. 
. 1 J . 1 J J= J= 

Denote the expected value of e . with respect 
J 

to its underlying statistical distribution by 

(2.3) E(e.) = B· 
J J 

1 N 
and denote N LB., the mean of B. over all 

j=l J J 
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population units by B, called the census 

response bias. Thus, 

(2.4) E(Y) 
N 
L).l· +N'B 
. 1 J J= 

or E(Census total) = True population total 

+ Bias 

Formula (2.4) also holds for sample surveys. 
" Let Y denote the usual unbiased estimator of 

Y, where the computational form of Y is deter­

mined by the sample design. Then 

(2.5) 

where the expected value operator, E, now also 

includes the sampling distribution as well as 

the nonsampling error distribution(s). 

The response bias objective of content 

reinterview defined in section 2.2 of chapter 

3 was concerned with estimating B. As we see 

from (2.4), this is possible only if an esti-
N 

mator of the true total, L:).l ., is available. 
1 J 

Now, consider the second part of the mean 

square error of Y(or Y); viz., the variance. 

Let V(Y) denote the total variance of the 

census total, Y. By model (2.1), we have 

V(Y) 

Le. N V 1 J 

N 
since L:).l. is the population total, a constant. 

Finall~' :( ~ e j) and, hence, V (y) can be 

written as 

(2.6) 

where Cov denotes the covariance. The first 

term, divided by N, is known as the simple 

response variance (SRV). It is the average 

variance of responses from the same unit to 

the same question over repeated inquiries. 

The second term in (2.6), the covariance 

term, a"rises as a result of external factors 

in the census that cause similar errors in 

responses from different units. One of the 

major contributors to this term, as we men­

tioned in section 1.3 of chapter 3, is the 

census enumerator. Other factors might be 

supervisors, trainers, and coders; however, we 

will be primarily interested in enumerator co­

variances. Therefore, assume that Cov(e .~e '1) 
J J 

= 0, if units j and j' are in two different 

enumerator assignments. If j and j' are two 

units in the same enumerator assignment, 

Cov(e .~e'l) may not be zero. This covariance 
J J 

is called the correlated component of enumera-

tor variance denoted by CC. 

Suppose there are k enumerators for the 

census labelled i=l~ ... ~ k. Let m. denote 
1.-

the number of units in the it~ enumerator's 

assignment. The covariance term in (2.6) can 

be rewritten as 
k 

(2. ?) L:m. (m. - 1)CC 
• 1.- 1.-

1.-=1 

since there are m.(m.-l) pairs of units in an 
1.- 1.-

assignment of size m. each having covariance 
1.-

CC. 

We can now summarize these results in one 

formula for the mean square error of a census 

total 

(2.8) + N·SRV 

Thus, there are three components that make 

up the total error in a c~nsus total: the 

bias (B), the simple response variance (SRV) 

and the correlated component (CC). In the 

remaining sections of this appendix, we 

shall discuss (a) the estimation of these 

components and (b) two specific models 
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that aid in the interpretatian af the 

co.mpanents. 

It is interesting to. view (2.8) assuming 

that each enumeratar assignment is appraximate­

ly the same size, i.e., m. = m, say far all 
1-

enumeratars i=l, ... , k. Farmula (2.8) is, 

thus, 

(2.9) MSE(Y) = N
2

B2 + N' (m - l)CC + N'SRV 

which emphasizes that the impact af CC an the 

tatal census errar depends upan the size af 

the enumeratar assignment ar, equivalently, 

the number af enumeratars emplayed far the /7 
" 

census. The ',J,ast term ')in (2.9) is at a maxi-

mum when m = N (ar k = 1); that is, when anly 

ane enumeratar callects infarmatian fram all 

N units. The impact af CC is at a minimum 

when m = 1 (k = N) ar when every papulatian 

unit is enumerated by a different enumeratar. 

Obviausly, these twa extremes can never be 

achieved in practice--ar can they? Far 

example, ane enumeratar may callect the census 

info.rmatian far all perso.ns in a small village. 

Therefare, the enumeratar has maximal impact 

an that village's statistics. On the ather 

hand, the census questiannaire may be filled 

entirely by respandents withaut the assistance 

af the enumeratar. Thus, each respandent is 

his ar her awn enumeratar (k = N) with mini-

mal enumeratar impact an census errar. In 

mast cases, the number af enumeratars emplayed 

in the census is samewhere between these twa 

extremes. Hawever, this number shauld be 

determined, in part, with cansideratian af 

the impact af the carrelated campanent af 

enumeratar variance an the statistics. 

Finally, let us cansider the variance af 

an estimated tatal based upan a sample survey. 

In additian to. the variability in the estima­

tar due to. respanse errars, we must also. can­

sider the variability arising fram sampling, 

i.e., the sampling variance. Hawever, the 

sampling variance depends upan the sample 

design implemented fo.r the survey, and general 

farmulas which apply far all sample designs 

are canceptually difficult. Therefare, to. 

illustrate the basic cancepts, we shall assume 

simple randam sampling. 

A general farmula far the variance af 
n 

Y =, Ny, where y = L: Y .In is the mean af a 
, j=l J 

simple randam sample af size n, will naw be 

given assuming, far simplicity, equal inter­

viewer assignment sizes (m. = mY. The vari-
A 1-

ance af Y is N2 V(y) where V(y) is the variance 

af the sample mean y given by 

(2.10) 

and 
SV 

CC 

SRV 

(-) (1 n-l) SV m - 1 CC 
V Y = - N-l n + -m- k 

SRV 
+-­n 

VEry .1 .) is called the sampling 
j J J 

variance. It is the variance aver 
the census papulatian af the 
~. + B. where B. is the unit 
rispanie bias difined in (2.3). 
Cov(y '~Y .,) - Cov(Y ,Y

b
) is a mare 

J J a 
general definitian af the carre­
lated campanent previausly defined. 
Cov(y.,y.,) is the cavariance be-

J J f .. tween any respanses ar two. un1ts 1n 
the same interviewer's assignment 
and COV(Ya'Yb) is the cavariance be-

tween any respanses far twa units in 
different interviewer assignments. 
Therefare, CC is the cavariance that 
is specific to. units within an inter­
viewer's assignment after eliminating 
the cavariance that is cammon to. all 
units withaut regard to. interviewer 
assignments. 

EV(y.I.) ar since V(~.I .) = 0, 
j J J J J 

EV (e .1 .), the simple respanse var­
j J J 

iance far sample surveys. Nate that 

1 N 
EV(y·I·) = N L:V(e.) which was 
j J J 1 J 

defined previausly in (2.6). 

Farmula (2.10) applies under very general 

canditians as will be discussed in the next 

sectian. It is easy to. verify that (2.10) 

and V(Y) given in (2.9) are identical when 

n = N, a camplete census. It ignares the 

carrelatian between errars in different 
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enumerator assignments that may arise in a 

survey as the result of trainers, supervisors, 

other survey personnel, and respondents. How­

ever, experience suggests that these correla­

tions are typically small relative to 

interviewer correlations. In addition, it 

does not take into account the correlation 

between the error made for a particular unit 

in an interviewer's assignment and the true 

values of the other units in an assignment. 

Although little is known about its magnitude, 

this covariance, referred to as the inter­

action covariance, may be substantial. An 

example of this occurred in the 1950 U.S. 

census. Enumerators were to provide estimates 

based on observation of the cost of housing 

units in their assignments. Housing units in 

assignments with a large proportion of high­

cost housing tended to be overestimated. 

Conversely, a high proportion of low-cost 

housing in the assignments tended to bias the 

estimates downward. 

An alternative form for the variance of 

y is often encountered in the literature. 

This form is expressed in terms of the intra­

interviewer correlation coefficient denoted 

by 

(2.11) 

(2.12) 

CC 
Py = SV + SRV 

Cov (y ., y . ,) 
__ -::--:"J---.,,-J_ 

V(yjJ 

where j and j' are units in the same inter­

viewer assignment, and the approximation is 

due to ignoring the between interviewer co­

variance in the definition of CC. Note that 

SV + SRV = V(y.J by the well-known identity 
J 

V(y.J = VEry .1 .J + EV(y .1 .J. With this 
J j JJ j JJ 

definition, V(yJ can be expressed as 

(2. 1 3) SV + SRV 
n [ ] 

SVn-1 1 + (m - 1)p - ----
Y N - 1 n 

The last term is due to the finite population 

correction. It is usually dropped for surveys 

where n/N is very small, because then the 

first term dominates the variance. Under 

certain conditions, the correlation coeffi­

cient, P , can be estimated from either census y 
or survey data as will be discussed in section 

4. These estimates of P
y 

can then be compared 

with other estimates published (in the litera­

ture) for census and survey data to gauge the 

magnitude of the enumerator effect. Figure 

3-10 in chapter 3 provided general rules for 

P
y 

obtained from just such an analysis. 

Another measure of response error com­

monly used in content error evaluation is the 

index of inconsistency denoted by I and given 

by 
SRV 

I = SV + SRV (2. 14) 

Whereas P
y 

measures the magnitude of CC 

relative to V(yjJ, I measures the magnitude 

of the simple response variance to the total 

variance, V(y.J. Both P and I will be 
J y 

discussed in detail later. 

The next section focuses on the inter-

pretation of the components CC and SRV (or P 
y 

and I) for two types of data often encountered 

in censuses and surveys: quantitative data 

and qualitative data. Quantitative data are 

measured on a continuous scale. Examples are 

income, age, years of education, etc., when 

these are reported as a single number. Quali­

tative data are reported by categories. 

Examples are sex, race, religion, income 

group, etc. The nature of the error, e., 
J 

differs by type of data, as we shall see. 

For example, for income (reported as a single 

number), e. may theoretically take on any 
J 

value within some interval about O. For sex 

reported as male = 0 and female = 1, however, 

e. may only 
J 

take on three values: -1, 0, or 

Thus, the structure of the error e. depends 
J 

on the type of data we are collecting. 

Two models which describe the structure 

of the response error will be examined in the 

1. 
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next section. Through these models, we can 

better interpret the meaning of a high or low 

value of CC or SRV. Additionally, these 

models suggest statistical measures or indices 

that help us to summarize the results of eval­

uation studies and to compare these results 

with other studies both within our own country 

and in other countries. 

3. ERROR STRUCTURES AND THEIR USE 

In this section, the structures for the 

error e. which are appropriate for both 
J 

quantitative and qualitative data will be 

examined using the model y. = ~. + e .. 
J J J 

Through these alternative structures, the way 

in which response error affects V(y) will be 

demonstrated. 

3. 1 Qua.n;t);ta:t:J..ve. da;ta. 

As a notational convenience, we shall 

replace the single subscript j denoting the 

unit in the sample or the cOensus by the double 

subscript (i
3
j) denoting the jth unit in the 

ith interviewer's assignment. Thus, the e ., 
J 

j=13 

j=13 

••• J 

.. '" 

n3 become e" 3 i=13 •.. 3 k and 
1.-;} 

m .• 
1.-

The structure of e .. for quantitative 
1.-J 

data is assumed to be 

(3.1.1) e .. =b.+E .. 
1.-;} 1.- 1.-J 

where b. is the systematic error associated 
1.-

with the ith enumerator, and E •• is the 
° 1.-J 

variable error associated with unit (i 3 j)· 

E .. is a combination of the variable errors of 
1.-;} 

all other sources of error in the survey. 

Thus, model (2.1) may be written as 

(3.1.2) y .. =~ .. +b.+E .. 
1.-;} 1.-J 1.- 1.-;} 

This model may be recognized as the usual 

"analysis of variance" model. 

The model assumes the following: 

(1) The enumerator variables bi3 .·'3 bk are 

a random sample from an infinite popula­
tion of enumerator variables. 

(2) E(b i ) = Bb and V(b i ) = at 
(3) E(E:..) = Band V(E .. ) = 02. 

1.-J E 1.-J E 

(4) b. and E .. are mutually independent 
1.- 1.-;} 

(5) For sample surveys, model (3.1.2) per­
tains to unit (i3j) in the sample, and 
the sample value ~ .. is independent of 
b. and E. .. 1.-J 

1.- 1.-;} 

Under this model we will derive expressions 

for B3 V(Y)3 P and I. Sample surveys will y 
first be considered. These results will be 

re-examined for use in censuses. 

Assume simple random sampling for the 

sample survey. The usual "unbiased" estimator 

of the population mean is y = L:LY . . /n3 the 
•• 1.-;} 

1.- ,1 
sample mean. By assumptions (2)oand (3) and 

model (3.1.2), the expected value of y is 

(3.1.3) (~ .. + b. 
1.-;) 1.-

+ E •• ~ 
1.-J J 

n 

where ~ is the true population mean. 

fore, the bias in y is B = Bb + BE' 

There­

Part of 

the bias (B
b

) is odue to interviewers , and part 

(BE) is due to respondents and other sources 

of random error. 

For simplicity, assume m. = m for all in-
1.-

terviewers. Using the definitions presented 

in section 2, it is possible to show that 

N 
SV 02. = L (~. - il) 2. /N3 the population 

~ j=l ;} 

CC 

variance for the characteristic. 

ot3 the population variance for in­

terviewers, or the interviewer 
variance. 
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SRV 01 + O~, the interviewer variance 

component plus the random error 
variance component. 

Now, using the general variance formula 

for surveys, (2.10), we have 

(3.1.4) 

This equation demonstrates the impact of the 

correlated response error on the variance of 
-y. It is evident that the variance due to 

correlated errors does not decrease as the 

sample size increases, but only as the number 

of interviewers increases. Hence, when n is 

large, V(y} may be dominated by the term 

°1/k • 

CC 

b. 
'Z-

For this model, the interpretation of 

o or equivalently, 01 = 0, is that 

Bb for all interviewers (i.e., there is 

no variability among interviewer biases). 

Since this suggests that the interviewers are 

performing consistently, one might interpret 

this as an indication that the operation is in 

control and is producing quality results. 

During the 1950 u.S. census, an experiment was 

conducted to estimate the component 01 for 

census enumerators. This study showed that 

for small area statistics 01, the enumerator 

contribution to the total variance was consid-

erable. This led to the adoption of the meth­

od of self-enumeration beginning with the 1960 

census (see chapter 3, section 4.3). For self­

enumeration surveys, the correlated component, 

01" may be interpreted as the variance of the 

respondent error variables, b!. That is, each 
'Z-

respondent may be considered as his/her own 

interviewer so that the correlated component 

has the divisor n. Thus if (Ob' + o~}/n for 

self-enumeration is smaller than 02/k + 02/n b E 

for the enumerator assisted census, V(y) can 

be decreased if self-enumeration is adopted. 

Using (2.13), V(y} can also be written 

ignoring the finite population correction as 

(3.1.5) 

where, for the present model, 

form given by (2.11), has the 

0 2 

(3.1.6) 
b 

p = 
Y 0 2 + 2 + 0

2 
)l °b E 

When the sampling fraction n/N 

(1 + (m-l) p ) 
y 

p , with 
y 

general 

specific form 

is small, 

Cov(y .. ,y . . ,} for two units (i,j) and (i,j') 
'Z-J 'Z-J 

2 in the same interviewer assignment is 0b. 

Also, V(y .. } = 0
2 + 0b2 + 0E

2 so that (3.1.6) 
'Z-J )l 

can be written as 

(3.1.7) 
Cov (y . . , y . . ,) 

'Z-J 'Z-J 
Py = --V-'(-y~. -'-. )-'-"--

'Z-J 

which is the correlation coefficient between 

units in the same interviewer assignment. 

Thus, in analogy to the intra-cluster correla­

tion coefficient defined in cluster sampling, 

p has been called the intra-interviewer as-
y 

signment correlation coefficient. Note, how-

ever, that p is also the ratio of interviewer 
• 2

Y 
varlance, 0b' to the total variance of the 

recorded value y . .• 
'Z-J 

Using (3.1.5) the effect of small correla­

tions between the units introduced by inter­

viewers can be illustrated. Even a small p 
- y 

may make a major contribution to V(y} since it 

is multiplied by roughly the size of an inter­

viewer's assignment. This is discussed below 

in examp Ie 3. 1. 

Using (2.14), the index of inconsistency 

for quantitative data has the form 

(3.1.8) I 

Thus, I is the ratio of the total response 

variance, V(b. + E .. }, to the total variance, 
'Z- 'Z-J 

V(y . . ). 
'Z-J 

Example 3.1--Consider the impact of inter­

viewer variance in a national fertility survey. 

Suppose that, for the characteristic "number of 

~--- ~~--~--~~~--~~~ 
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children ever born to the respondent," the 

parameters in (3.1.5) are 0
2 + 0

2 + 
]1 b 

p = .01 and the sample size, n, is 
y 

0~ = 6. O~ 

1~000. 

If 100 interviewers were hired for the survey, 

each interviewing approximately the same num­

ber of respondents (m=10) , then the value of 

(1 + (m-l)p ) is 1.1. If 10 interviewers were 
y 

hired, then m=100 and (1 + (m-l)p ) is 2.0. y 
Therefore, if only 10 interviewers are em-

ployed, the variance of y is 1.82 times 

greater than if 100 interviewers are employed, 

assuming the interviewer variance is the same 

in both cases. Just as sampling variance 

decreases as the sample size increases, inter­

viewer variance decreases as the number of 

interviewers increases. 

It can be shown that, for a complete cen­

sus, the expressions for SV~ CC~ and SRV are 

identical to those given for sample surveys. 

The variance of y = Y can be obtained di­

rectly from (3.1.4) setting n equal to N. 

For a complete census 

(3.1.9) V(Y) 

Thus, the total variance of a census mean 

contains a component for enumerator variance, 

which is divided by the number of enumerators 

in the census, and a component for random 

variance which is divided by the size of the 

census population. The interpretation of p y 
and I is essentially the same for censuses 

as it is for surveys. 

Note that the form of the variance given 

in (3.1.5) is not appropriate for determining 

the impact of enumerator variance of the 

total variance of Y, since the finite popula­

tion term shown in equation (2.13) was 

ignored. Therefore, for censuses, equation 

(3.1.9) is the appropriate one. 

3.2 Qualitative data 

For categorical data, the additive com­

ponent structure for enumerator or interviewer 

error given in the last section is not appro­

priate, since the true value ]1 •• takes only 
1.-J 

the values 0 and 1. A more appropriate model, 

provided in (Bailar and Biemer 1984), is 

as fol.lows. 

Let ]1 •• = 1 if unit (i .. j) belongs to 
1.-J 

some class, say, C, and ]1 •• = 0 otherwise. 
1.-J 

Now we must consider errors contributed by an 

interviewer that result in the misclassifica­

tion of a unit. For example, suppose we are 

interested in evaluating the interviewers in 

a national unemployment survey. Suppose for 

one of the items on the questionnaire the 

interviewers must classify an individual as 

being a member of the labor force or not a 

member. Given that a person is not a member 

of the labor force, interviewer i has a proba­

bility, say ~., of misclassifying the indi-
1.-

vidual as being in the labor force. And, for 

a person who is in the labor force, the inter­

viewer misclassifies at a rate e .. Each 
1.-

interviewer's rates of misclassification, ~. 
1.-

and ei' are a function of the interviewer's 

understanding of the concepts, personal biases; 

thoroughness during the interview, etc., and, 

thus, ~. and e. may vary from interviewer to 
1.- 1.-

interviewer. 

Therefore, ei denotes the probability 

that intervie'l1er i causes a unit in class C 

to be misclassified as not in class C (for 

example, someone unemployed is classified as 

being employed) and ~i denotes the probability 

that interviewer i causes a unit not in class 

C to be misclassified into class C (i.e., 

someone employed is classified as being unem­

ployed). Mathematically, this is written as 
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and 

8. = Pr(y .. 
1.- 1.-J 

o I tl·· = 1) 
1.-J 

<p. =Pr(y .. = 1 I tl .. = 0) 
1-- 1.-J 1.-J 

Now e .. in the general model (2.1) can 
1.-J 

take on three possible values, -1~ 0 ~ or 1. 

Value of Value of y .. 
1.-J 

tl .. 
tJ 0 1 

0 e, . 0 e .. 1 
1.-J 1.-J 

1 e .. -1 e .. 0 
1.-J 1.-J 

In terms of the general model (2.1), if 

tl . . = 1, then 
1.-.7 

e .. = -lor 0 with probabilities 
1.-J 

8. and 1 
1.-

then e .. 
1.-J 

- e., respectively; and if tl .. = O~ 
1.- 1.-J 

= 1 or 0 with probabilities <p. 
1.-

and 1 - <p., respectively. 
1.-

By allowing the 

"probability of a false negative" e., and the 
1.-

"probability of a false positive," <p., to 
1.-

depend upon the interviewers, we are able to 

investigate the impact of interviewer varia­

bility on the estimates of proportions. 

It is assumed that the misclassification 

probabilities, 8. and <p.~ i=l~ ... ~ k~ cor-
1.- 1.-

responding to the k interviewers for the 

survey, constitute a random sample from an 

infinite population of interviewer misclassi­

fication probabilities with means (e~<p), 

variances (O~~ O~), and covariance 0e<p' 

It is now possible to derive new expres­

sions for the bias and variance components of 

total response error. As before, we shall 

first focus on sample surveys for the inter­

pretations of the components; however, the 

interpretations for censuses are identical. 

Assume simple random sampling for the 

sample survey as before. Then, it can be 

where the sample proportion, p, in class C is 

the usual "unbiased" estimator of the popula­

tion proportion, P, in class C and Q = 1 - P. 

Thus, for quantitative data p is biased by an 

amount B = -pe + Q<P. This bias is zero only 

if e = 0 and <p 

out Q<P. 

o or if -pe exactly cancels 

Now consider the components of variance 

SV~ CC~ and SRV in the general variance 

formula (2.10). It can be shown that 

0.2.2) 

0.2.3) 

and 

0.2.4) 

where A 

SV = (1 _ A) 2 PQ 

CC P2 '}e2 + Q2
02 2PQo <p - e<p 

SRV = pe{l - e) + Q<P{l - <P) 

e + <p, the sum of the average mis-

classification rates. 

These expressions for the components of 

V(p) lead to entirely different interpreta­

tions of the measures of response variance. 

Consider SV given by (3.2.2). Note that 

SV = 0 if P = 1 {or O)--that is, everyone in 

the population is (is not) in class C--~ if 

A = 1. For example, if both e and <p are .5 

(and A = 1), then we would say the inter­

viewers are equally likely to classify a unit 

as a "1" or "0" without regard to the unit's 

true classification. Thus, the proportion of 

l's in the population has no effect on sam­

pling variance, and SV = O. Sampling vari­

ance is at its maximum when A = 0 and SV = PQ 

= V(tl . . ). Thus, misclassification errors 
1.-J 

reduce sampling variance. 

Now consider SRV, the simple response 

variance. Note that SRV is at minimum when 

<p and e are both zero (or one), and at a 

maximum when <p and e are both ~5. This is 

just the reverse of the effect of these values 

shown that on SV. The index of inconsistency 

SRV 
(3.2.1) E(p) = tl - P8 + Q<P I = SV + SRV 

--~----
~- -- - -~---------------
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is at its maximum (1.0) when SV = O. In most 

practical situations, this occurs when 8 and 

~ are both .5; however, this maximum is also 

attained whenever A = 1. For example, when 

~ = .3 and 8 = .7, or ~ = .6 and 8 = .4, etc. 

The index of inconsistency, therefore, 

measures the impact of misclassification 

errors on the total variance of an observa-

tion. However, I is not a direct measure of 

misclassification error. Moreover, it does 

not account for the effects of correlated 

errors as in the case of quantitative data as 

was seen from equations (3.1.8) and (3.2.4). 

The following example should help in under­

standing the index I. 

Figure a considers hypothetical situa­

tions where the errors of misclassification 

are offsetting or compensating: i.e., units 

are misclassified with the same frequency both 

in-category (false positive) and out-of­

category (false negatives). Reading across 

rows of the table, we view the rate of increase 

in I as the level of random error A = 8 + ~ 

increases to the maximum; reading down columns, 

we see that the importance of the error level 

varies according to the prevalence of the 

characteristic being measured in the 

Figure a. THEORETICAL VALUES OF I FOR COM­
PENSATING FALSE POSITIVES AND FALSE NEGATIVES 

(8 = ~) 

I 8=.=,01 

I 
P 

8=~=.1 8=~=.3 8=~=. 4 

.001 .912 .993· .9992 1.000 

.01 .510 .934 .9925 .998 

.1 .103 .610 .9358 .985 

.2 .061 .468 .8913 .974 

.3 .047 .401 .8621 .966 

.4 .041 .369 .8454 .962 

.5 .040 .360 .8400 .960 

.6 .041 .369 .8454 .962 

.7 .047 .401 .8621 .966 

.8 .061 .468 .8913 .974 

.9 .103 .610 .9358 .985 

.99 .510 .934 .9925 .998 

.999 .912 .993 .9992 1.000 

population. For example, a combined error 

rate of 2 percent when P = .01 is more serious, 

as measured by I (I = .510), than a combined 

error rate of 20 percent when P = .2 

(1=.468). 

Figure b considers situations where mis­

classification errors occur primarily in one 

direction, for example, only false negatives. 

Because of the direction of the errors, a 

substantial error rate, say 8 = .1, can be 

tolerated when the units prone to misclassifi­

cation are not dominant in the population 

(P < .5). 

These tables indicate the complexities 

involved in interpreting I. This measure is 

not necessarily an indicator of the quality 

of the interview or the interviewers' per­

formance. It measures the reliability of the 

data and the seriousness of the errors rela­

tive to the overall precision of the data. 

Figure b. THEORETICAL VALUES OF I FOR NONCOM­
PENSATING FALSE POSITIVES AND FALSE NEGATIVES 

(8 > 0, ~ = O~ 

I 

P 8=.01 8=.1 8=.3 8=.4 8=.5 
~=O ~=O ~=O ~=O ~=O 

.001 .010 .100 .300 .400 .500 

.01 .010 .101 .302 .402 .503 

.1 .011 .101 .323 .426 .526 

.2 .013 .122 .349 .455 .556 

.3 .014 .137 .380 .488 .588 

.4 .017 .156 .417 .526 .625 

.5 .020 .182 .462 .571 .667 

.6 .025 .217 .517 .625 .714 

.7 .033 .270 .588 .690 .769 

.8 .048 .357 .682 .769 .833 

.9 .092 .526 .811 .870 .909 

.99 .503 .917 .977 .985 .990 

.999 .910 .991 .998 .999 .999 

Now let us consider the interpretation of 

a large or small CC. The correlated component 

of interviewer variance is a function of the 

variability between interviewers in their mis­

classification probabilities (a~ and a;), the 

covariance between the probability of a false 



"~ ... r 

232 Appendix 

positive and the probability of a false nega- Example 3.2--Consider the effect of inter-

tive, 0e~' and the proportion, P as shown in 

equation (3.2.3). Assuming that 0e~ is non­

negative, which is reasonable for some opera­

tions, a large value of ee implies that O~ and 

O~ are large, indicating a disparity in the 

way the operators perform their jobs. A 

small ee may have several widely differing in­

terpretations. If all the interviewers have 

the same propensity to cause units in their 

assignments to be misclassified, ee will be 

small. This consistency among interviewers is 

usually regarded as an indication that the 

operAtion is under control. This, unfortu­

nately, is not the only condition that will 

produce a small value for ee. For example, 

there may be considerable variability between 

interviewers in the rates at which they mis­

classify units in class e (large O~); however, 

if the class is rare (small P), the correlated 

component may still be very small. Therefore, 

using correlated components as indicators of 

interviewer performance and quality assurance 

can be misleading. The following example 

attempts to exemplify this phenomenon. 

viewer misclassification errors on the variance 

of a categorical survey variable. The impact 

of correlated nonsampling error on the total 

variance can be measured by the quantity p 
y 

gefined above. When the quantitative model 

is erroneously used for qualitative data, as 

it often is in practice, a measure p* results 
ee Y 

where p* 
Y sv + ee + SRV For this reason, 

this "hybrid" measure will also be investi-

gated. 

Figure c shows p a~d Py* for a series 
y' 

of values of P and for two special cases of 

the joint distribution of (e.~~.). In the 
"l- "l-

first case, the overall probability of a 

false negative response is high, say e .1, 

while the overall probability of a false 

positive response is very small, say ~ = O. 

Let O~ = .005 which is in the high range for 

unimodal Beta-distributed, e .. In the second 
"l-

ease both types of errors occur with high 

probabilities, e = ~ = .1, and the population 

of interviewer misclassification probabilities 

is highly variable, O~ = O~ = .005. As a 

FigW'e a. VALUES OF Py AND P; FOR GIVEN p~ e~ O~~ ~~ AND O¢ 

Case 1: High e, aS; Low ~, 02 
Case 2: High 6, 2. High ~, O~ ~ 06, 

Population . 
proportion (e=.l, 0~=.005) (~=02=0) (6=.1, 0~=.005) (~=.1, O~=.005) 

~ 

p Py P * 
Y Py p* 

Y 

.001 0 0 .0550 .0521 

.01 0 0 .0508 .0484 

.1 .0006 .0006 .0277 .0270 

.2 .0013 .0013 .0176 .0173 

.3 .0022 .0022 .0129 .0127 

.4 .0034 .0034 .0106 .0105 

.5 .0050 .0050 .0100 .0099 

.6 .0072 .0071 .0106 .0105 

.7 .0105 .0104 .0129 .0127 

.8 .0158 .0,156 .0176 .0173 

.9 .0263 .0'256 .0277 .0270 

.99 .0504 .0480 .0508 .0484 

.999 .0550 .0521 .0550 .0521 

----------- - -------
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further simplification, the covariance is 

ignored, and the finite population correction 

is taken to be unity in both examples. For 

the case where the interviewer probabilities 

of a false positive (~.) are high and variable 
1.-

while e is zero, replace P by l-P in case 1 in 

figure c. The data in the figure refer to an 

estimate of P for an area the size of one 

interviewer's assignment, which is taken 

arbitrarily as m = 50 units. 

Figure c dramatically illustrates the 

effect of the population proportion on the 

interpretation of the correlated component. 

Without changing the quality of the inter­

viewer's work--that is, holding the inter­

viewer error parameters constant--very 

different values of p can result depending y 
upon the prevalence of the characteristic 

being measured. In case 1, where only one 

type of misclassification error is made, p y 
increases as the proportion of units for which 

the error is made increases. For case 2, 

where both types of misclassification errors 

are possible and are made with identical dis­

tributions, p may still vary considerably y 
according to the magnitude of P. 

It is important to realize that, in the 

case of qualitative data, the correlated com­

ponent of interviewer variance is not neces­

sarily a measure of the differences among the 

in~erviewer systematic errors, as in the case 

for quantitative data. Therefore, its useful­

ness as an indicator of data quality is 

questionnable. However, it is still useful 

to measure how the total variance of an esti­

mator is affected as a result of systematic 

interviewer errors. 

3.3 EMo/t f.>:tJtu..duJte f.>ummaJty 

The error structures just explored for 

quantitative and qualitative data as well as 

the general error formulas are summarized in 

figure d. 

4. THE ESTIMATION OF RESPONSE 
ERROR COMPONENTS 

Two techniques for estimating the compo­

nents of response error have been widely used 

in census and survey evaluation: reinterview 

surveys and interpenetration studies. There 

are two basic types of reinterview surveys. 

One type aims at replicating the census or 

survey interview, using the same procedures, 

training, questionnaire, and interviewers. 

This type of reinterview has the objective of 

estimating SRV, the simple response variance. 

The second type of reinterview survey aims at 

getting the most correct answer possible and, 

therefore, may use very expensive procedures, 

highly qualified and trained interviewers, 

and detailed, probing questionnaires. This 

type of reinterview has the obje~tive of esti­

mating E, the response bias. The response 

bias reinterview is used for estimating E when 

administrative records are either not avail­

able or are infeasible. 

Interpenetration studies aim at estimating 

CC, the correlated component of interviewer 

variance. This procedure randomizes the as­

signment of households to interviewers so that 

each interviewer assignment has the same ex­

pected value for the average of some charac­

teristic. This procedure is identical to the 

analysis of variance (ANOVA) method of esti­

mating variance components. The next section 

describes the methodology for estimating CC. 

Reinterview surveys will be addressed in 

section 4.2. 

4.1 IMeJtpene:tJta.:UOYl. f.>tu..dy methodology 

The estimation of CC and p will be 
y 

discussed for two general designs for inter-

viewer assignment interpenetration. The first 

design is the full interpenetration of inter­

viewer assignments design. The second design 

is a two-staged interpenetration design. Both 

designs are applicable to either quantitative 
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Figure d. SUMMARY OF NONSAMPLING ERROR STRUCTURES 

Symbol 

B 

SV 

Symbo I 
defi nit ion 

Response bias 

Sampling variance 

1 
N 

General 
form 

N 
~ E(ejl j ) 

j=:l 

V E(e ·1 .) 
. J J 

J 

Quantitative Qual itative 
form form 

-pe + Q</l Bb +B 
E: 

0 2 PQ (1_)...)2 
]..I 

CC Correlated component 
of enumerator variance 

Cov (e .3 e .,) 
J J 

0 2 
b 

p202 + Q202 e </l 
- Cov(ea3 eb) - 2PQOe</l 

1 N 
vee .1 .) 0

2 + 0
2 P8(1-e) + Q</l(l-</l) 

~ J J b L. 
SRV Simple response variance 

N j=i 

MSE(Y) 

MSE(y) 

I 

Mean square error 
of a census total 

Mean square error 
of a sample mean 

Index of inconsistency 

N2B2 + N(m-l) 

+ N SRV 

SRV 

CC {obtained by (obtained by 
appropriate appropriate 

substitution of substitution of 
quantitative qualitative 

components) components) 

SV + SRV 

CC Intra-enumerator 
co r re I at i on 
coeff i c i ent 

SV + SRV 

or qualitative data. In each case below, the 

sample design is assumed to be a simple random 

sample of units. For more complex survey de­

signs, the estimators of CC are still appli­

cable; however, the estimators of p are not, 
y 

since the denominator must be properly 

weighted in order to estimate SV + SRV. 

Each estimator described below will, 

under certain conditions, provide an unbiased 

estimate of the quantity 

CC = (COV(Y .. 3Y .. ') - COV(Y··3Y·'·') 't,J 't,J 't,J 't, J 

This quantity, under quantitative model 

assumptions, is 0b and under qualitative 

model assumptions, is p20~ + Q2o¢ - 2PQo8</l. 

4.11. Full interpenetration.--Suppose 

there are k interviewers or enumerators whose 

assignments are to be interpenetrat8d. For 

full interpenetration, the units in their 

combined assignments are split as evenly as 

possible into k random subsamples. Let m. 't, 
denote the number of units assigned with 

simple random sampling to interviewer i where 
k 
~m. = n, the number of units in all inter-
1 't, 

penetrated assignments combined. The usual 

ANOVA table for the computations is given in 

figure e, where 

(4.1.1) y. 't, 

m. 't, 

~ y··3 Y . 1 't,J J= 

k 
~ y. 

i=l 't, 
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"-
Figure e. ANALYSIS OF VARIANCE TABLE FOR COMPUTING CC 

, Source Degrees of 
freedom 

Among 
op~rators k - 1 

(interviewers) 

Within 
operators n - k 

(interviewers) 

For binomial variables, ass and ESS in figure 

e simplify to 

k 
ass = L m .p. - np 2 

i=1 1.- 1.-

ESS = npq - ass 

where p. is the proportion in class C in the 
1.-

ith interpenetrated interviewer assignment. 

Then, an estimator of CC is 

(4.1.2) 

where 

(4.1.3) 

cC = OMS - EMS 
m 

k 
m= L 

i=l ~1 1) - --
m. n 

mi 1- 1 

If the assignment workloads m. do not vary 
1.-

much between interviewers, instead of (4.1.3), 

let m = n/k. 

An estimator of p can be obtained from 
y 

the analysis of variance table. For quan-

titative data the estimator is 
A 

CC 
(4.1 .4) p = 

A 

Y EMS + CC 
and for qualitative data the estimator is 

A 

(4.1.5) A cc 
Py = EMS 

Sum of Squares Mean Squares 
(SS) (MS) 

Operator Sum of Operator Mean 
Square (aSS) = Square (OMS) = 

k y~ y2 ass L 1.- -- - k-1 
i=l m. n 

1.-

Error Sum of Error Mean 
Squares (ESS) = Square (EMS) = 

k m. 
L r y~. ESS 

1.-J i=l j=l n-k 

-
k y: 
L 1.-

-
i=l m. 

1.-

It can be shown that, if the m. are 
1.-

treated like constants, the expectation of 

CC is 

(4.1.6) E(Ce) = cc + 2rCoV(]J .. ~e .. ,) L 1.-J 1.-J 

- Cov (lJ .. ~ e . , . ,)] 
1.-J 1.- J A 

using the notation of section 3. Thus, CC 

is, in general, a biased estimator of CC. 

The bias is due to the correlation between 

the interviewer error and the true values of 

the characteristics for units within an inter-

viewer's assignment, after accounting for this 

correlation for units outside of the inter­

viewer's assignment. For example, part of the 

error e .. may be due to the imputation of non-
1.-J 

responses, and this error may be correlated 

with the true values in another interviewer's 

assignment. Hence, CoV (jJ •. ~ e . , .,) may not 
1.-J 1.- J 

be zero. In addition, the error e .. may be 
1.-J 

due to an interviewer's personal bias which 

may be influenced by the values of other units 

in the same assignment. As mentioned in sec­

tion 3, such a situation occurred in a survey 

conducted by the U.S. Census Bureau in the 

1950's where the interviewers were to 

--- ------------- ------ -- -------------
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estimate the value of owner-occupied dwellings 

in the area. The estimated values of the 

dwellings were influenced by the types of 

housing units included in the assignment. 

Hence, the bias term in (4.1.6) may not be 

zero and must be considered when attempting 

to interpret the estimated correlated com-

ponent. 

Two examples are given illustrating the 

estimation of the CC and p for full inter-y 
penetration. In both examples, there are 3 

enumerators whose assignments were inter­

penetrated among 30 units. The sample of 30 

units was split as evenly as possible into 3 

random subsamples, resulting in 10 units 

being assigned to each enumerator (i). Data 

on household income were obtained. In the 

first example, the income values do not differ 

much between enumerators, and the estimate of 

CC and p is negligible. This indicates no y 
evidence of an intra-interviewer correlation. 

In the second example, the estimate of CC and 

Py is small but positive. 

Example 4 .. 1--The estimate of CC for the 

example data provided in figure f is: 

cc = OMS - EMS 
m 

51.735 - 216.415 
10 -16.468 

And the estimate of P
y 

is: 

-16.468 
216.415 - 16.468 = -.08 

EMS + o~ 
Negative estimators of CC sometimes occur in 

practice because the estimator is the differ­

ence between two terms. The usual procedure 

for negative estimates is to replace CC and 

p by 0 in the reported results. 

Example 4.2--The estimate of CC for the 

example data provided in figure f is: 

CC = OMS-EMS = 1~034.8-816.63 = 218.17 
m 10 10 

The estimate of p is given by: y 

21.8 

E M'S + 0"2 ,'J. b 
816.63 + 21.8 

21.8 
838.43 

21.8 

.026 

4.12 Two-staged interpenetration.--A 

more complex design that is often used for 

interpenetrating the assignments of inter­

viewers working at a number of different 

collection offices is the two-staged inter­

penetration design. 

For the first stage, the sample is 

divided into k mutually exclusive and exhaus­

tive enumeration areas (EA's). These will 

usually be defined geographically. Let the 

sample of units within each EA be assigned 

originally to one and only one interviewer; 

for example, this might be the area that is 

most accessible to the interviewer. Now let 

the k EA's formed for the k interviewers be 

grouped together arbitrarily into L non­

overlapping "groups" each containing the same 

number, a, for EA's (see figure f). For 

example, geographically neighboring EA's may 

be paired together, a = 2, so that the total 

number of groups is L k/2. Next, a random 

sample of ~ groups is drawn from the L groups 

of EA's. 

For the second stage, the interviewers 

\-lOrking in these 1 EA-groups, labelled h=l, 

... ~ ~, say, will have their assignments inter­

penetrated. The interviewers working in the 

remaining groups, say h=~ + 1~ "'~ L~ main­

tain their original assignments. Thus, if 

each interviewer assignment is of size m, in­

terviewersln interpenetrated EA's are as­

signed m/a units at random in each of the a 

EA's of this group, while interviewers in non­

interpenetrated EA's maintained their original 

assignments of m units in each EA. 

Only the EA's in the ~ groups that are 

interpenetrated will be used in the estimation. 

Let Yh' . denote the recorded value for the 
. th l.T'J 

J unit (j=l~ ... ~ m/a) in the (i"T') for i~ 

T'=1~ ••• ~ a interviewer by EA cell for group h 

of the interpenetrated groups (h < ~). Then, 

an estimator of CC for interviewers is given 

by (Biemer and Stokes, 1985). 



Interviewers 

1 
2 
3 

Source 

Among 
operators 

(i ntervi ewers) 

Within 
operators 

(i nte rvi ewers) 

Interviewers 

1 
2 
3 

20 
25 
61 

Appendix 

Figure f. ESTIMATION OF CC 

Given data for example 4.1 

Household Income (l,OOOls) 

15 18 12 7 22 30 33 
19 8 17 20 31 16 10 
7 46 28 16 17 18 11 

ANOVA table for example 4.1 
_ .. _ .• __ . _____ w_·~ 

Degrees of Sum of Squares 
freedom 

Operator Sum of Square 
3-1=2 (OSS) = 17,866.8 

- 17,763.33 
= 103.47 

Error Sum of Squares 
30-3=27 (ESS) = 23,710 

- 17,866.8 
= 5,843.2 

Given data for example 4.2 

Household Income (l,OOOls) 

100 32 38 22 45 65 78 10 
96 22 27 14 38 60 67 3 
45 50 105 22 60 79 85 28 

ANOVA table for example 4.2 
.-

Source Degrees of 
Sum of Squa re freedom 

Among Ope rator Sum of Squares 
ope rators 3-1=2 (OSS) = 68,057.9 

(interviewers) - 65,988.3 
= 2,069.6 

Within Error Sum of Squares 
operators 10-3=27 (ESS) = 90,107 

(interviewers) - 68,057.9 
= 22,049.1 

237 

Total 

45 60 262 
30 42 218 
19 27 250 

-_._-----
Mean Squares 

Operator Mean Square 
(OMS) = 103.47 

2 
= 51.735 

Error Mean Square 
(ElviS) = 5,843.2 

27 
= 216.415 

Total 

50 15 455 
42 6 375 
72 31 577 

Mean Squa res 

Operator Mean Square 
(OMS) = 2,069.6 

2 
= 1,034.8 

Error Mean Square 
(EMS) = 22,049.1 

27 
= 816.63 
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(4 ) cc - 1 rg(m-1) T T] 
.1. 7 - mMa(m-2)+llUa-1)m I - r:J 

where 

t a 
(4.1.8) T = I 2: 2:(y -my )2 

i=l hi.. h . .. 

(4.1.9) 

(4.1.10) 

(4.1.11 ) 

(4.1 .12) 

T = 
W 

-

h=l 

t a a m/a 

2:2: 
h=l r=l 

~ ?= (Yhirj 
1-=1 J=l 

a 

a m/a 

2: 2: Yh' . 
r=l j=l u'J 

a m/a 

iE j"'£ Yhirj 

2: Yhi .. 
i=l 

Y =---~ h... ma 

and n = £am. 

- 2 
- Yh.r.) 

An estimator of the denominator of p 
y 

for qualitative data given in Biemer and 

Stokes (1985) is: 

(4.1.13) 1 
£ [a (m-2)+1] 

A 

D has expectation SV + SRV for qualitative data 

and expectation SV + SRV - CC for quantitative 

data. 

D + CC 
Therefore, for quantitative data we use 

to estimate the denominator of p • y 

Example 4.3--Consider a two-staged inter­

penetration as illustrated in figure g for 4 

interviewers (A,B,C, and D). Interviewers 

A and B had their assignments paired: EA 1 

and EA 5, respectively, are interpenetrated. 

Likewise, interviewers C and D had their as­

signments interpenetrated: EAts 3 and 7, 

respectively. All remaining assignments were 

not interpenetrated, and their results will 

not enter into the subsequent computations. 

Each interviewer was assigned 50 housing 

units and was instructed to classify each 

housing unit as either above or below the 

poverty level. Interviewer A classified 

20 percent of the housing units in his/her 

FigUX'e g. TWO-STAGED INTERPENETRATION DESIGN 
FOR k = 8, a = 2, AND 1 = 2 

Group 1 
(interpenetrated) 

Group 4 
(non-interpenetrated) 

Group 2 
(non-interpenetrated) 

Group 3 
(interpenetrated) 

interpenetrated assignment below the poverty 

level. Interviewer B classified 60 percent 

below the poverty level. Interviewer C clas­

sified 30 percent and interviewer D classified 

10 percent of their assigned housing units 

below the poverty level. The following repre­

sents the complete results: 

y 
11 •• 

y 12 

y 
21 •• 

y 22 •• 

m 

Y 
1 ••• 

-y 
2 ••• 

= 50(.2) = 10; the number of households 
interviewer A classified 
below poverty level. 

50( .6) 30; the number of households 
interviewer B classified 
below poverty level. 

50 (.3) 15; the number of households 
intervie\'I7er C classified 
below poverty level. 

50 (.1) 5· , the number of households 
interviewer D classified 
below poverty level. 

50 the interviewer assign-
ment size. 

10 + 30 the proportion of households 100 
classified below poverty 
level in Group 1. 

15 + 5 the proportion of households 100 classified below poverty 
level in Group 2. 



Y 
111. 

Y 
112. 

Y 
211, 

Y 
212. 

Y 
121. 

Y122 • 

Y 
221. 
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-
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-
Y 

2.1. 

-
Y 
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5 

5 

7 

8 

2 2 
'" '" -)2 L.J L.J (Yh - mYh .•• 
h=l i=1 i •. 

(10-20)2 + (30-20)2 + (15-10)2 

+ (5_10)2 

250 

the number of households 
classified below poverty level 
by interviewer A in the first 
EA (EA1) of the first group. 

the number of households 
classified below poverty level 
by interviewer A in the second 
EA (EAS) of the first group. 

the number of households 
classified below poverty level 
by interviewer C in the first 
EA (EA3) of the third group. 

the number of households 
classified below poverty level 
by interviewer C in the second 
EA (EA7) of the third group. 

15 = the number of households 
classified below poverty level 
by interviewer B in the first 
EA (EA1) of the first group. 

15 = the number of households 
classified below poverty level 
by interviewer B in the second 
EA (EAS) of the first group. 

2 

20 
50 

20 
50 

10 
50 

10 
50 

the number of households 
classified below poverty level 
by interviewer D in the first 
EA (EA3) of the third group. 

the number of households 
classified below poverty level 
by interviewer D in the second 
EA (EA7) of the third group. 

the proportion of households 
classified below poverty level 
in EA1. 

the proportion of households 
classified below poverty level 
in EAS. 

the proportion of households 
classified below poverty level 
in EA3. 

the proportion of households 
classified below poverty level 
in EA7. 

2 2 .2 mt: 
'" -)2 

TW = I: L: L.J (Yhirj - Yh.r. 
h=1 r=1 i=1 J=l 

20(1 _ 20)2 + 30(- 20)2 + 20(1 _ 20)2 
50 50 50 

+ 30(- ~~)2 + 10(1 _ ~~)2 + 40(- ~~)2 

+ 10(1 _ 20)2 + 40(20)2 
50 50 

40 

An estimator of CC for interviewers is thus, 

CC 1 [a(m-1) TTl 
- m£{a(m-2)+lJ (a-l)m I - WJ 

1 [2(49) J 
50(.2)[2(48)+lJ 1(50) 250 - 4c:J 

= .0464 

An estimator of the denominator of p is 
Y 

"2 1 [ 1 J aD - T - - T 
- JI., [a (m-2)+1] W m I 

1 [ 250J 
= 2[2(48)+1] 40 - 50 

.1804 

so that 

" .0464 
Py = .1804 = .2572 

This is an extremely large value of p and 
Y 

would usually indicate that substantial sys-

tematic errors were committed by the inter­

viewers. In this case, however, since only 

four interviewer assignments were used in the 

estimation, p is subject to considerab~e 
Y 

sampling variability. 

4.13 Precision.--The variance of the 

estimator of CC for two-staged interpenetra­

tion has been derived assuming the quantita­

tive data model of section 3.1 and normally 

l distributed observations, y. Let a~, denote 

the average within EA variance of the terms 

~'hirj = ~hirj + Ehirj in model (3.1.3). 
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Then p has the form 
y 

(4.1.14) 

The relative variance (ReZvar) , which is the 

coefficient of variation squared, of the esti­

mator (4.1.7) of interviewer variance has been 

derived and can be expressed in terms of the 

magnitude of p. This expression is given 
y 

approximately by (Biemer and Stokes 1985) 

(4.1 .15) Relvar (Cc) 

+ ----.:a--:(=m-=-l'-"-)_ (1-
p

P
yy

)2J 
m2 (am-2a+1) 

It should be recognized that this formula 

should only be used as a very rough guide. It 

can be useful for determining the number of 

interviewer assignments to interpenetrate for 

some specified level of precision in the 

estimation IT. 
Exa~ple 4.4--Consider the two-staged 

interpenetration design and suppose £ = 259 

groups of a = 4 interviewer assignments are 

chosen for interpenetration. The average as­

signment size for each interviewer is 125 

households. (This design was used in the 

1970 u.S. Census Enumerator Variance Study.) 

Suppose that from previous studies, it is 

known that, for the characteristics of inter­

est, p is approximately .01. Then the ex-
y 

pected relative variance of the estimator of 

CC can be computed using (4.1.15). Under the 

assumptions stated above, the estimated ReZvar 

(CC) is approximately .008 or a coefficient 

of variation of .09. 

Reinterview surveys can provide estimates 

of either the simple response variance, SRV, 

or response bias, B, or both SRV and B, de­

pending upon the objectives and the design. 

The designs we will consider will not allow 

the separate estimation of CC. The simplest 

way to describe the theory of estimation of 

SRV and B is through our general model 

(4.2.1) y. 
J 

]1. + e. 
J J 

defined in section 2. This model refers to a 

single 9bservation of some characteristic c 

for the unit j. In order to distinguish 

between the original interview and the rein­

terview, we will incorporate a double sub­

script (j~t) to denote the tth observation 

on unit j. Thus, t = 1 denotes the census (or 

original survey) response, and t = 2 denotes 

the reinterview survey response. We now have 

two models corresponding to the two observa-

tions: 

(4.2.2) y. =]1.+e. , 
Jl J Jl 

the model for the original interview and 

(4.2.3) y. =]1.+e. , 
J2 J J2 

the model for the reinterview. Note that in 

both models, ]1. is not indexed by t. This 
J 

reflects the following assumption: the true 

value, ]1., for the jth unit in the sample is 
J 

assumed to be the same for the original inter-

view and the reinterview. This assumption 

can usually be satisfied for most character­

istics. For example, suppose the character­

istic, c, is age. We are not saying that the 

respondents do not age between the census and 

the reinterview. Rather, we are saying that, 

in the reinterview, the respondent's age at 

the time of the census (not the current age) 

is to be obtained. Therefore, the reinterview 

questions must be quite different, for some 

characteristics, to take into account the time 

lag between the census and the reinterview. 

Stated simply, the census and the reinterview 

·I;l.re intended to measure the same thing--an 

individual's age, marital status, nation­

ality, etc., for the census reference 

period. 
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The errors e. and e. may, of course, 
Jl J2 

be different for the two interviews. This 

leads to the following assumption: 

E(e. ) Band V(e. ) = 0
2 

Jl Jl e 

E(e. ) B' and V(e. ) 0 2 

J2 J2 e' 

where Band B' and 0 2 and 0 2 are not 
e e' 

necessarily equal. 

The means and variances of the errors 

e. and e. depend upon the general condi-
Jl J2 

tions under which the census and the reinter-

view are taken. Some of these general 

conditions may be beyond the control or speci­

fication of the census and study liesigners as, 

for example, the general political, economic, 

and social situation at the time of the inter-

view, rumors, or general uncontrolled 

publicity. Uncontrolled conditions also 

include many temporary chance situations ap­

pearing at the time a response is obtained. 

Some conditions can be controlled to influence 

the quality of results. These controls, which 

attempt to ensure adequate quality, affect 

questionnaire design, interview procedures, 

certain aspects of census publicity, personnel 

qualifications, pay, training and inspection, 

and other controls. 

Let G denote the set of general conditions 

operating during the census, which gives rise 

to the error distribution for e.. Let G' 
Jl 

denote the set of conditions operating during 

the reinterview, which gives rise to the 

G', that error distribution for e.. If G 
J2 

is, if all general conditions which affect 

response errors are the ~ for both the 

census and the reinterview, then by definition, 

B = B' and 0 2 = 0 2
• Likewise, if G :F G', e e' 

that is, the census and the reinterview sur-

vey are conducted under quite different 

general conditions, then we cannot say that 

B = B' or 0 2 
e 

Finally, we assume that the errors e. 
Jl 

and e. are independent; i.e., 
J2 

Cov(e. ,e. ) = 0 for all j. 
Jl J 2 

In practice, this assumption may not hold as a 

result of respondent conditioning. Techni­

cally, a conditioning effect is present when 

uncontrollable influences are brought to bear 

on the respondent (or interviewer) as a direct 

result of the original interview. For example, 

the respondent may simply recall previously 

given responses to questions in the original 

interview and repeat them in the reinterview. 

This is affected, to some extent, by the 

timing of the reinterview. A greater time lag 

between the census and the reinterview can 

reduce this effect. This assumption will 

be examined in more detail later, and the 

impact of between trial correlations will be 

discussed. Next, we consider the estimation 

of Band SRV. First, however, some additional 

notation is needed. In the following, we as­

sume that the reinterview sample constitutes 

a simple random sample without replacement of 

size n from the census (or survey). 

4.21 Notation for quantitative data.-­

For quantitative data, both e. 
Jl 

the structure given in (3.1.1). 

and e. have 
J2 

Define y and 
1 

obser-Y to be the sample means of the census 
2 

vat ions and the reinterview observations, 

respectively. Let 

n 
2: (y. _ y. ) 2 

j=l J 1 J2 
202 

R n 

denote the average sum of squares of differ­

ences between the two observations on the 

same units. Then, in general. 

(4.2.4) E(y - y ) = B - B' 
1 2 

and 

--------~~---~----- -----
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where the primes denote the distributions for 

the reinterview error variables b! and E~. 
1- 1-J 

(using the notation of section 3.1). 

4.22 Notation for qualitative data.-­

From the data collected in the interview and 

reinterview, the following table shown as 

figure h can be generated. 

Figure h. CROSS-CLASSIFICATION OF ORIGINAL 
INTERVIEW RESULTS BY REINTERVIEW RESULTS 

Original interview 
Reinterview (Yh ) 

(y. ) 
J 2. 

0 Total 

a b a + b 

0 c d c + d 

Total a + c b + d n 

For example, a is the number of units classi­

fied in C for both the original survey and 

the reinterview, b is the number classified 

as not in C in the survey but in C in the re­

interview, etc. The underlying population 

parameters of these data are represented by a 

similar table shown in figure i. 

Figure i. PROBABILITIES FOR THE ORIGINAL IN­
TERVIEW AND REINTER VIEW CROSS-CLASSIFICATION 

Original i ntervi ew 
Reinterview 

(y. ) 
J2 

(y. ) 
J 1 

0 Total 

'IT 
a 'ITb 'IT' 

o 'IT 
C 'ITd 1 - 'IT 

Total 'IT 1 - 'IT 1 

That is, the expected values of the cell 

totals in figure hare n times the cell param­

eters in figure i. 

The symbols in the table may be inter­

preted as follows: Suppose a unit is drawn 

at random from the population; 'IT is the pro­

bability that the unit is classified in C in 

the o~~ginal survey, while 'IT' is the probabil­

ity that the unit is classified in C in the 

reinterview survey. The probability that the 

unit is classified in C on both occasions is 

'IT and cJ.assified not in .:: on both occasions 
a 

is 'ITd • The probability t~at a unit is classi-

fied as not belonging to C in the original 

survey and in C in the reinterview is 'ITb , 

while the probability that the original survey 

classifies the unit in C but the reinterview 

classifies the unit not in C as 'IT. It may 
c 

be shown that cells in figure h, divided by 

n unbiasedly, estimate the corresponding cells 

in figure i. This can be expressed 

mathematically as 

(4.2.6) lTa = E(~) = P (1 - 8) (1 - 8') + Q..q,cp' 
n 

b 
(4.2.7) lTb = E(n) = P (1 - 8')8 + Q (1 - CP)CP' 

(4.2.8) IT 
c 

E (£.) = P (1 - 8) 8' + Q cP ( 1 - CP') 
n 

(4.2.9) lTd = E(~) = P 88' + Q (1 - cpJ (1 - CP') 

( 4 • 2. 1 0) IT = E (a:c) P 8' (1 - 8) 

(4.2.11) IT' 

+Q cP (1- CP') 

E(a+b) = P 8 (1 - 8') 
n 

+ Q cP' (1 - CP) 

Define the net difference rate as the 

difference between the estimates of P from 
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the two trials, say p and p , given by 
1 2 

P - p. The expected value of the net dif-
1 2 

ference rate, in general, is 

(4.2.12) E(p -p) 
1 2 

E (b-c) = 1T _ 7T' 
n 

Define the gross difference rate as the 

rate of gross disagreement between the two 

trials denoted by g where 

(4.2.13) b + C 
g =-n-

and, in general, 

(4.2.14) 

4.23 Estimation for both types of 

data.--This section will consider the estima­

tion of SRV, I, and the bias, B, for the cen-

sus or survey. 

Ca!.>e 1: The Iden;(;,[ca.t Second TJUa.t 

(1) Simple response variance for quantitative 
data. If the conditions at each trial 
~the same, that is, C = C', then the 
error components 0b and O~ are the same 

for both trials and 

n 
L: (Y't -
j=l J = ~~----~----

n-l 

SRV 

denote the sample variances for the two 
trials. Then, it can be shown that, for 
t = 1~ 2 

An estimator of the index of inconsistency 
is 

28 2 

i = __ ...:.R~_ 

In the presence ~f correlated errors 
(i.e., 0b > 0), I may slightly overesti­
mate I. 

(2) Simple response variance for qualitative 
data. If the conditions at each survey 

trial are identical (C = C') then 8 = 8' and \ 
~ = ~', i.e., the probability of misc1as­
sification is the same for both surveys. 
Therefore, 1Tb = 1Tc = SRV from (4.2.6) and 

(4.2.6) and (4.2.8) and, hence, an unbiased 
estimator of SRV is g/2 (from 4.2.13). 

The denominator of the index of inconsis­
tency, SV + SRV, can be unbiasedly esti­
mated by either p q or p q. Thus a 

1 1 2 2 
consistent estimator of I is 

" I 

This is true even in the presence of corre­
lated errors. Other estimators of I can 
be formed by using 2p q or p q + p q 
in the denominator. 1 1 1 2 2 1 

(3) Bias. No estimator of B is possible for 
either quantitative or qualitative data. 

Ca!.>e 2: The "ImpJtoved" Second TJUa.t 

Many times G' ~ C because the second 

trial implements an improved procedure. This 

is usually the case when our objective is to 

obtain the "truth" in the reinterview: the 

best possible result is not the "truth" but 

a better response than in the orig.ina1 inter-

view. 

(1) Simple response variance for quantitative 
data. Specifically, it is assumed that 
22 2 2h 2 2 0b'< 0b and 0E' < 0E were 0b' and 0E' 

are the variance components for the 
improved procedure. Defining expectation 
now over all possible ,trials under both 
conditions C and C', we have 

"2 Thus, OR underestimates SRV. 

Similarily, it can also be shown that 

" I 

underestimates I. 
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(2) Simple response variance for qualitative 
data. If the second trial is an improved 
procedure relative to the original survey, 
then this means precisely that 

8' < 8 

and 

<jJ' < <jJ 

Just as for quantitative data, no unbiased 
estimator of any of the measures of in­
terest exists. By elementary algebra, 
using (4.2.7), (4.2.8), and (4.2.13), 

E(g) < 2 SRV, 

that is, the gross difference rate will 
underestimate the simple response variance 
for the survey. Further, a lower bound 
estimator of the index of inconsistency, 
I, is 

(3) Bias for quantitative data. Let B' denote 
E(e. ), the bias in the second trial. 

J2 
Then 

E(y - y ) 
1 2 

B - B' 

and the difference Y
1 

- Y
2 

estimates the 

differential bias of the two survey pro­
cedures. If it may be assumed that 
B' ~ OJ then Y y provides an approxi-
mation to B. 1 2 

(4) Bias for qualitative data. From (4.2.12), 
the net difference rate provides an approx­
imation to the bias, B, if <jJ' = 6' = O. 
Otherwise, the net difference rate esti­
mates the differential bias of the census 
and is a lower bound estimator for B. 

Ca~e 3: The P~6ect Second T~al 

(1) Simple response variance for quantitative 
data. Suppose data are available, either 
through reinterview, administrative 
records, or otherwise, such that the 
second measurement represents "truth." 

Then 0b' = 0~, = 0; that is, there is no 

nonsampling error for the second measure­
ment and 

A consistent estimator of I is 

i 

(2) Simple response variance for qualitative 
data. If it may be assumed that the 
second trial is performed without error, 
an."alternative interpretation of the 
symbols in figure i may be given as 
follows: For a unit chosen at random from 
the population, TI is the probability that 
the unit is classified in C regardless of 
what class it belongs to, while TI' is the 
probability that it tluly belongs to C. 
The probability that the unit belongs in 
C and is correctly classified is TI and 

a 
is incorrectly classified is TI

b
• Likewise, 

the probability that a unit does not belong 
to C and is correctly classified is TId and 

incorrectly classified is TI. Mathema-
a 

tically, this means that 8' OJ <P' = OJ 
and therefore, from (4.2.6) to (4.2.11), 
we now have 

TI 
a 

P(1 - 8) 

TIb P 8 

TI Q <jJ 
a 

TId Q(l <jJ) 

TI P(1 e) + Q <jJ 

TI' P 

From these relationships, the parameters, 
P, e, and <p are all estimable and thus, 
estimates .of SRV and I can be computed by 
the "method of moments" (i.e., equating 
the parameter functions with their unbiased 
estimators and solving for the parameters). 
For example, an estimator of I is 

I 
TIaTIb/TI ' + TIaTId/(l - TI') 

n(1 - n) 

aba + abd + aad + bad 

n
3 

P1Q1P2 Q2 

(3) Bias for quantitative data. An unbiased 
A _ 

estimator of B is given by B = Y - Y . 
1 2 
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(4) Bias for qualitative data. An unbiased 
" estimate of B is given by B = P 1 - P 2 ' 

the net difference rate. 

4.24 Covariance between trials.--Until 

now, it has been assumed that the errors e. 
Jl 

and e. in the general model are independent, 
J2 

or that the surveys were ~onducted completely 

independently. Of course, for reinterview 

surveys, this is merely conceptual. In 

practice, a survey usually cannot be repeated 

independently, because respondents have been 

exposed to the original survey and may merely 

repeat answers given in the original survey, 

or their attitudes, perceptions, knowledge, 

etc., may have changed as a result of their 

first exposure to the survey. There are 

techniques for minimizing these correlations; 

they were discussed in section 2.24 of 

chapter 3. We now consider the effect of 

correlation between trials on the estimator 

of SRV. 

Consider Case 1 (identical second trial) 

again and denote the correlation between 

trials by PT' It is assumed that P is the 

same for all units, then 

E Cov (e. ~ e. I j ) 
j J 1 J 2 

EV(e 't Ij) 
j J 

It can be easily shown that the expected 
"2 value of OR (quantitative data) or g/2 

(qualitative data) is 

"2 Therefore, OR and g/2 will be poor estimators 

of SRV when there is a large correlation among 

the errors in a census and a reinterview sur-

vey. In fact, the usual estimators of SRV 

and I will typically underestimate. these para­

meters, since PT is usually non-negative. 

Techniques exist for estimating PT; however, 

these require much more complex evaluation 

study designs and are not in our scope of 

work. See (Bailar 1968) and (Hansen et al. 

1964) for further discussion. 

4.25 Precision of the estimators.--We 

shall now consider the precision of the 

estimator 
g i 

2P1Ql 

Our study is confined to the qualitative data 

case, since this case is more commonly en­

countered in practice. 

Since the estimator of the index of in-

consistency is a ratio of random variables, 

no exact and tractable expression of the 

variance of i exists. However, an approximate 

formula for the variance can be derived which 

is valid for large reinterview samples. We 

first give the formulas for the rei-variance 

(coefficient of variation squared) of the 

numerator, the denominator, and the relative 

covariance of the numerator and denominator 
" of I. 

Assume simple random sampling of the 

population and that the sampling fraction n/N 

is negligible. Consider the simplest estima­

tor of I, viz. 

(4.2.15) i=~ 
2p lq 1 

It can be shown that 

(4.2.16) Relvar> (g) 

(4.2.17) Relvar>(2p Q ) 
1 1 

1 G 1 4n - ~J = n n(1- n) n -

and 

(4.2.18) Relcov(g~2p Q ) 
1 1 

---- ------ --------------
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Therefore, the relative variance of the Example 4.5--To illustrate the use of 

ratio i is approximately: these formulas, consider the data in figure 

(4.1.19) 
"- 1 

Retvar (I) ~ - Retvar(g) 
n 

+ Retvar(2p q ) - 2 Retvar(g,2p q ) 
1 1 1 1 

Equations (4.2.15) through (4.2.19) are true 

regardless of the value of P
T 

or the condi­

tions G and G'. A consistent estimator of 

(4.2.19) can be obtained by simply replacing 

the parameter values by their sample esti­

mators. This estimator is 

(4.2.20) 

no p 1 
- 2-­

g ql 

+ nb • ql 
g Pl 

2n - 4J 
n - 1 

Estimator (4.2.20) is not used in chapter 

3 (section 3), since it is computationally 

difficult. In figure 3-14 a different esti-
"-

mator of the relative variance of I is sug-

gested, that is, a combination of two alter-

native estimators. When g is .10 or less, 

an estimator is used which is based upon the 

assumptions that (a) g is distributed as a 

Poisson random variable, and (b) the 
"-

denominator of I is constant. 

the estimator is 

(4.2.21) Retvar(i) 
1 

ng 

The form of 

\Vhen g is greater than .10, an estimator is 

used that replaces assumption (a) above by 

(a'), resulting in g having the binomial dis-

tribution. The estimator in this case is 

(4.2.22) Retvar(I) 
(1 - g) 

ng 

It should be noted that figure 3-14 includes 

adjustments (g+2 in place of g and (1 1) in 
1 n g+ 

place of --) to improve the properties of 
ng 

the estimated confidence intervals. 

j on vocational training from the 1970 U.S. 

Census Reinterview for estimating SRV. For 

this table, n = 7,567, a = 859, b = 556, 
_ 1,383 _ 

c = 524, d = 5,628, and P
1 

- 7,567 - .18. 

Thus, an estimate of I using (4.2.15) is 

"-

I 
556 + 524 

2 (7,567 ) 
1 

(.18)(.82) = .48 

and, using (4.2.20), an estimate of the 
"-

relative variance of I is 

Retvar(i) = 7 5
1
67 [5.21 + 6.78 - (.32)] , 

= .00167 

or an estimated coefficient of variation of 

about V.00167 or 4 percent which indicates 

good precision of the estimate of I. Using 

the computationally efficient estimator of 

the Retvar(}:) , (4.2.22) ap.plies, since 

g = .14 which is greater than .1. Thus 

"- (1 - .14) 
Relvar(I) = (7,567).14 

= .000817 

or on estimated CV(i) of 3 percent. 

FigW'e j. DISTRIBUTION OF CENSUS AND REINTER­
VIEW RESPONSES FOR VOCATIONAL TRAINING 

(Data shown as numbers of sample cases) 

Reinterview 
classification 

Total sample 
persons ..... . 

Completed a 
vocational 
training 
program ....... . 

Did not complete 
avoca t i on a 1 
training 
program ....... . 

Census response 

Did not 
Completed complete 

a voca- a voca-
Total tional tional 
sample training training 

persons program program 

7,567 1,383 6,184 

1,415 859 556 

6,152 524 5,628 
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A 

ACCURACY: Range of census variation or the 
degree of conformity of the census 
count to the actual number of persons 
or housing units. 

AGE-HEAPING: Tendency for enumerators or 
respondents to report certain ages 
instead of others; also known as age 
preference or "digit preference." 
Preference for ages ending in zero 
or five is widespread. 

AGE PATTERN OF FERTILITY: Relative distri­
bution of a set of "age-specific 
fertility rates." It expresses the 
relative contribution of each age 
group to "total fertility." 

AGE RATIO: Ratio of the population in a 
given age group to' the average of the 
populations in the1two neighboring 
age groups, times 100. 

AGE-SPECIFIC FERTILITY RATE: Number of 
births occurring during a specified 
period to women of a specified age 
or age group, divided by the number 
of person-years lived during that 
period by women of that age or age 
group. When an age-specific fertility 
rate is calculated for a calendar 
year, the number of births to women 
of the specified age is usually 
divided by the mid-year population of 
women that age. 

AGE-SPECIFIC MORTALITY RATE: Number of 
deaths occurring during a specified 
period to persons (usually specified 
by sex) of a specified age or age 
group, divided by the number of 
person-years lived during that period 
by the persons of that age or age 
group. When an age-specific mortality 
rate is calculated for a calendar 
year, the number of deaths to persons 
of the specified age is usually 
divided by the mid-year population 
of persons of that age. Age-specific 
mortality rates are generally denoted 
by nMx' the annual death rate of 
persons aged from x to x + n. 

AGGREGATES: Individual observations (or 
statistics) combined into a total 
number. 

ASSIGNABLE VARIATION: Variation attribut­
able to causes other than chance. 
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B 

BALANCING EQUATION: One technique for 
evaluating a census. The expected 
population at the present census 
equals the population at the last 
census plus the births and immigrants 
during the intercensal period minus 
the deaths and emigrants during the 
intercensa1 period. 

BIAS: Difference between the expected 
value of a statistic and its true 
value. 

c 
CHANDRASEKARAN-DEMING TECHNIQUE: Procedure 

to estimate the coverage of two inde­
pendent systems collecting information 
about demographic or other events, 
based on the assumption that the 
probability of an event being recorded 
by one system is the same regardless 
of whether the event is recorded by 
the other system. The events from 
both systems are matched to establish 
M, the number of events recorded by 
both systems; U1, the number re­
corded only by system 1; and U2, the 
number recorded only by system 2. The 
Chandrasekaran-Deming formula then 
estimates total events, N, as 

CHILDBEARING AGES: The span within which 
women are capable of bearing children, 
generally taken to be from age 15 to 
age 49 or, sometimes, to age 44. 

CHILDREN EVER BORN: Number of children 
ever born alive by a particular wom~n; 
synonymous with "parity." In demo­
graphic usage, stillbirths are 
specifically excluded. 

COEFFICIENT OF VARIATION (CV): Standard 
error divided by the population para­
meter being estimated; another name 
for "relative standard error." 

COHORT: Group of persons who experienced 
the same class of events in the same 
period. Thus, an age cohort is a group 
of people born during a particular 
period, and a marriage cohort is a 
group of people who marr ied dur ing a 
particular period. The effects of a 
given set of mortality or fertility 
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rates are often illustrated by apply­
ing them to hypothetical cohorts. 

COHORT FERTILITY: The fertility experi­
enced over time by a group of women 
or men who form a birth or marriage 
cohort. 

CONDITIONING BIAS: Tendency in a subsequent 
interview to repeat the original 
response for a question whether or 
not it is perceived as the correct 
answer. 

CONFIDENCE INTERVAL: Interval within one 
standard error (two-thirds confidence 
interval) of the estimate or two 
standard errors (95 percent confidence 
interval) . 

CONTENT ERROR: Error in the characteris­
tics that are reported for those 
persons or housing units that are 
enumerated. 

CORRELATION BIAS: Result of failure to 
achieve independence between the 
complete enumeration and the coverage 
evaluation survey. 

COVERAGE ERROR: Error in Ian estimate that 
results from (a) failure to include 
in a census or a survey all eligible 
units or (b) inclusion of some units 
erroneously. 

COVERAGE EVALUATION: Process by which 
data are collected for a sample of 
households after the census for the 
purpose of evaluating completeness 
of the census enumeration. 

CRUDE BIRTH RATE: Number of births in a 
po-pulation during a speci'fied period 
divided by the number of person-years 
lived by the population during the 
same period. It is frequently 
expressed as births per 1,000 popula­
tion. The crude birth rate for a 
single year is usually calculated as 
the number of births during the year 
divided by the mid-year population. 

CRUDE DEATH RATE: Number of deaths in a 
population during a specified period 
divided by the number of person­
years lived by the population during 
the same period. It is frequently 
expressed as deaths per 1,000 
population. The crude death rate 
for a single year is usually calcu­
lated as the number of deaths during 
the year divided by the mid-year 
population. 

----------

CUMULATED FERTILITY: An estimate of the 
average number of children ever born 
by women of some age x, obtained by 
cumulating "age-specific fertility 
rates" up to age X; also often 
calculated for age groups. 

o 
DE FACTO POPULATION: Population enumerated 

on the basis of those present at a 
particular time, including temporary 
visitors and excluding residents 
temporarily absent. 

DE JURE POPULATION: Population enumerated 
on the basis of normal or usual 
residence, excluding temporary visitors 
and including residents temporarily 
absent. 

DUAL SYSTEM ESTIMATION: Preparation of 
estimates by matching, on a case-by­
case basis, two different and independ­
ent sources which describe the same 
events. The matching permits an 
estimate of the number of cases report­
ed by one source but not the other. 

E 

ENUMERATOR: Person who collects data. 

EXPECTATION OF LIFE AT BIRTH: Average 
number of years that a member of a 
"cohort" of births would be expected 
to live if the cohort were subject to 
the mortality conditions expressed 
by a particular set of "age-specific 
mortality rates." Denoted by the 
symbol eo in "life table" notation. 

~ ~ 

EXPECTED VALUE: Average value of sample 
estimates over all independent 
repetitions. 

F 

FORWARD SURVIVAL: Procedure for estimating 
the age distribution at some later 
date by projecting forward an observed 
age distribution. The procedure 
uses "survival ratios," often obtained 
from model "life tables." The 
procedure is basically a form of 
population projection without the 
introduction of new entrants (births) 
to the population. 

FREQUENCY DISTRIBUTION: Distribution of 
estimates from a sample. 

-------- --------------
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G 

GROSS ERROR: Census count for any category 
before subtracting the correct count 
for that category. 

GROWTH RATE: The increase or decrease of a 
population in a period divided by the 
number of person-years lived by the 
population during the same period. The 
increase in a population is the result 
of a surplus (or deficit) of births over 
deaths and of immigrants over emigrants. 

H 

HOUSEHOLD: A person or group of related or 
unrelated persons who make common pro­
vision for food and other necessities 
for living. 

HOUSING UNIT: A single room or group of 
rooms, or other space arranged for human 
habitation, occupied or intended for 
occupancy as separate and independent 
living quarters by a person living alone 
or a group of persons living together. 

INFANT MORTALITY RATE: Number of deaths of 
children under one year of age occurring 
in the same year; also used in a more 
rigorous sense to mean the number of 
deaths that would occur under one year of 
age in a "life table" with a "radix" of 
1,000, in which sense it is denoted by 
the symbol 1 q 0 • 

IMPUTATION: Process whereby missing or in­
consistent data are replaced by estimated 
values that are derived by .considering 
other related data items that are present. 

L 
LIFE TABLE: Listing of the number of survi­

vors at different ages (up to the high­
est age attained) in a hypothetical 
"cohort" subj ect from birth to a partic­
ular set of "age-specific mortality 
rates." The rates are usually those 
observed in a given population during a 
particular period of time. The survivors 
of the "radix" to age x are generally 
denoted by lex). The tabulations common­
ly accompanying a life table include 
other features of the cohort's experience: 
its expectation of life at each age x, 
denoted by ex; the probability of dying 
from each age x to age x + n, denoted by 
nqx; the person-years lived by the 

hypothetical cohort as it ages from age 
x to age x + n, denoted by nLx (also 
equivalent to the population aged 
x, x + n in a "stationary population" 
experiencing a number of births each 
year equal to the radix of the life 
table); and the person-years lived by 
the hypothetical cohort from age x 
onward, denoted by T(x). 

M 

lMTCH: Comparison of records for an individu­
al person or housing unit from the census 
and from the evaluation surv.ey. If the 
responses agree or ~all within a pre­
determined to.leranc~, the records are 
considered a "match." 

MATCHING BIAS: Bias in the estimate of the 
coverage of the census due to incorrect 
outcomes of the matching process. 

MEAN AGE OF CHILDBEARING: Average age at 
which a mortality-free "cohort" of 
women bear their children according to 
a set of "age-specific fertility rates." 

MEAN AGE OF CHILDBEARING IN THE POPULATION: 
Average age of the mothers of the 
children born in a population during a 
year. This measure incorporates the 
effects of both mortality and the age 
distribution. 

MEDIAN: The value associated with the central 
member of a set that is ordered by size 
or some other characteristic expressed 
in numbers. 

MIGRATION RATE: Number of migrants during a 
specified period divided by the person- , 
years lived Df the population exposed 
to migration. 

MODEL LIFE TABLE: Expression of typical 
mortality experience derived from a group 
of observed "life tables." 

MYERS INDEX: An index of digit preference 
that essentially sums in turn the popu­
lation ending in each digit over some 
age range, often 10-89, expressing the 
total as a percentage of the total popu­
lation, and which avoids the bias intro­
duced by the fact that the population is 
not evenly distributed among all ages by 
repeating the calculations 10 times, once 
for each beginning digit, and averaging 
the results. The difference between the 
average percentage for each digit and the 
expected value of 10 percent proviues a 
measure of the preference for or avoidance 
of the digit over the age range considered. 

----.. _----------
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N 

NET ERROR: The difference between the census 
count for any category and the correct 
count for that category. 

NET MIGRATION: The difference between gross 
immigration and gross emigration. 

NON-MATCH: Comparison of records for an 
individual person or housing unit from 
the census and from the evaluation 
survey. If the responses do not agree 
or do not fall within a predetermined 
tolerance, the records are considered 
a "non-match." 

NONSAMPLING ERROR: Error from a source other 
than sampling, such as imperfect 
selection, bias in response or esti­
mation, errors of observation and 
recording, data keying and tabulation 
errors, etc. 

o 
OUT-Of-SCOPE BIAS: Bias that arises from 

the erroneous inclusion of out-of­
scope persons or housing units among 
the reports of either of two sources 
used in the matching operation. 

OVERCOUNT: Type of coverage error in which 
persons or housing units are enumerated 
(counted) more than once or are enu­
merated when they should not be. 

OWN-CHILDREN METHOD: A refinement of the 
"reverse-survival" procedure for 
fertility estimation, whereby estimates 
of "age-specific fertility rates" for 
the recent past a~ obtained by relat- ~i 
ing mothers to their own children, using 
information on relationship and other 
characteristics available from a census 
or survey. 

p 

PARAMETER: Unknown quantity to be estimated. 

PERIOD FERTILITY: Fertility experienced 
during a particular period of time by 
women from all relevant birth or 
marriage "cohorts." 

POPULATION CHANGE DUE TO MIGRATION: The sum 
of in-migrants minus out-migrants during 
a specified period of time. The change 
also may be expressed as a rate by 
dividing the change by person-years 
lived in the population during the 
same period. 

-----------_._- --. __ ._--- - .. -----------._------

R 
RADIX: The hypothetical birth "cohort" of 

a "life table." Common values are 
1, 1,000 and 100,000. 

RATE OF NATURAL INCREASE: The difference 
between the births and deaths occurring 
during a given period divided by the 
number of person-years lived by the 
population during the same period. This 
rate, which specifically excludes changes 
resulting from migration, is the differ­
ence between the "crude birth rate" and 
the "crude death rate." 

nECONCILIATION INTERVIEW: Interview of the 
same household to resolve discrepancies 
between the census and the coverage 
evaluation survey. 

RECORD CHECK: Comparison of census data 
for an individual or household with 
independent records for the same 
person or household. 

REINTERVIEW SURVEY: Survey in which the 
household is interviewed a second 
time, using the same or different 
questions. 

RESPONSE BIAS: Difference between the 
expected value of the statistic and 
its true value. 

RESPONSE CORRELATION BIAS: Source of bias 
ariSing from a failure to maintain 
independence between two collection 
systems. 

RESPONSE ERROR: Difference between reported 
answers and correct answers. 

~ 4 
nESPONSE VARIANCE: Average of the squared 

differences between the values of a 
statistic for the individual repetitions 
and the expected value of these obser­
vations over a large number of repeti­
tions. 

REVERSE SURVIVAL: A technique to estimate 
an earlier population from an observed 
population, allowing for those members 
of the population who would have died 
according to observed or assumed mor­
tality conditions. It is used as a 
method of estimating fertility by cal­
culating from the observed number of 
survivors of a given age x the expected 
number of births that occurred x years 
earlier. In situations for which both 
fertility and mortality are known or 
can be reliably estimated, reverse 
survival can be used to estimate 
migration. 
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RUBUSTNESS: A characteristic of estimates 
that are not greatly affected by devia­
tions from the assumptions on which the 
estimation procedure is based. 

s 
SAMPLING ERROR: The difference between a 

population value and an estimate thereof, 
derived from a random sample, which is 
due to the fact that only a sample of 
values is observed. 

SEX RATIO AT BIRTH: Number of male births for 
each female birth or male births per 100 
female births. 

SINGULATE MEAN AGE AT MARRIAGE (SMAM): 
A measure of the mean age at first 
marriage, derived from a set of pro­
portions of people single at different 
ages or in different age groups, usually 
calculated separately for male and female. 

STABLE AGE DISTRIBUTION: Proportion of persons 
of different age groups in a stable popu­
lation. 

STABLE POPULATION: A population exposed for 
a long time to constant fertility and 
mortality rates, and closed to migration, 
establishes a fixed age distribution and 
constant growth rate characteristic of the 
vi.tal rates. 

STANDARD ERROR: Measure of dispersion of an 
estimate from the expected value. 

STATIONARY POPULATION: A "stable population" 
that has a zero growth rate, with con­
stant numbers of births and deaths per 
year. Its age structure is determined 
by the mortal~ty rates and is equivalent 
to the person-years lived (nLx) column 
of a conventional "life table." 

SURVIVAL RATIO: The probability of surviving 
between one age and another; often com­
puted for age groups, in which case the 
ratios correspond to those of the person­
years lived function, L, of a "life-
table." n x 

SYNTHETIC PARITY: The average parity calcu­
lated for a hypothetical cohort exposed 
indefinitely to a set of period "age­
specific fertility rates." 

T 

TOTAL ERROR: The sum of the coverage and 
content errors in the census count for 
any category. 

TOTAL FERTILITY RATE (TFR): The average 
number of children that would be born 
per woman if all women lived to the 
end of their childbearing years and 
bore children according to a given 
set of "age-specific fertility rates"; 
also ref~rred to as total fertility. 
It is frequently used to compute the 
consequence of childbearing at the 
rates currently observed. 

TRUE VALUE: Value which producers of a 
statistic intended to measure. 

u 
UNITED NATIONS AGE/SEX ACCURACY INDEX: An 

index of age-reporting accuracy that is 
based on deviations from the expected 
regularity of population size and sex 
ratio, age group by age group. The 
index is calculated as the sum of: 
(a) the mean absolute deviation from 100 
of the age ratios for males; (b) the mean 
absolute deviation from 100 of the age 
ratios for females; and (c) three times 
the mean of the absolute difference in 
reported sex ratios from one age group 
to the next. The United Nations defines 
age/sex data as "accurate," "inaccurate," 
or "highly inaccurate," depending upon 
whether the index is less than 20, from 
20 to 40, or greater than 40. 

v 
VARIANCE: Square of the standard error or 

average of the squared differences 
between the values of the statistic 
on the individual repetitions and the 
expected value of these observations 
taken over a large number of repetitions. 

w 
WHIPPLE'S INDEX: A measure of the quality of 

age-reporting based on the extent of 
preference for a particular target digit 
or digits. The index essentially compares 
the reported population at ages ending 
in the target digit or digits with the 
population expected on the assumption 
that population is a linear function of 
age. For a particular age range, often 
23-62, the population with ages ending 
in the target digits is divided by one­
tenth of the total population; the re­
sult is then multiplied by 100 and divided 
by the number of different target digits. 
A value of 100 indicates no preference 
for those digits, whereas values over 100 
indicate positive preference for them. 




