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1. Introduction

Coherence  of  statistical output, in the sense of standardized and coordinated concepts and consistent data, is a long cherished goal of Statistics Netherlands. Already in the early seventies of the previous century,  this need was felt and expressed, especially by National Account interests. And since the eighties, coherence is explicitly mentioned in the mission statement of Statistics Netherlands, next to reliability, timeliness and undisputedness. 

It must be admitted, however, that most attempts to establish coherence more or less failed. It turned out that rules, i.e. directives issued by the Board of Directors, were unable to convince the managers of the 250 separately developed statistics that they would be better off by fitting in the whole, at the cost of part of their autonomy.

In the late nineties, the issue returned on the agenda, mainly due to three developments:

· The introduction of a central output database (StatLine) as the mandatory dissemination tool for  all  statistical data leaving Statistics Netherlands.  This contributed highly to the visibility of the lack of coherence, to statisticians as well as users, and thus to the awareness of the need for more coherence;

· The availability of advanced technology, enabling central storage of statistical concepts and steering of statistical processes.  This opened possibilities to enforce compliance with (weak) paper rules by (strong) physical tools;
· The increasing competition of  private data suppliers fed the awareness that the value added of Statistics Netherlands relative to these competitors lies in particular in the fact that it pictures the whole society in a balanced and coherent way.
In recent years, the move of Statistics Netherlands from a product-oriented to a process-oriented organization structure, as well as continuing budget cuts, reinforced the need for further standardization and harmonization of concepts and processes.   

At the moment, the leading idea is that metadata plays the key role in achieving coherence of statistical output. This paper describes how. But – coherence being a typical container concept – the meaning of the concept will be elaborated first. 
2. Levels of output coherence 

The concept of coherence has a number of features that can be described as logical steps on the way to the ultimate state of coherence of output concepts and output data, as they both appear in the output database. Each step represents a certain level of ambition
:

1. The first step is as trivial as it is important and difficult: establish well-defined concepts. It makes no sense to discuss the degree of comparability between different concepts if one does not know what they stand for. 

2. The second step relates to uniform language: if we know what our terms mean, we have to make sure that the same terms have the same meaning throughout StatLine and, conversely, that the same concepts are named with the same terms. Establishing language uniformity typically results in two opposite effects on coherence as it appears in an output database:

· It expels seeming incoherence, by making sure that the same language is used if the meaning is the same;

· It reveals real, but hidden, incoherence, by making sure that different language is used if the meaning differs.
3. The third step concerns the use of a conceptual data model. If concepts are intrinsically related, their relationship has to be made explicit before we can assess their coherence.  Full coherence of concepts is reached if they are linked to a single data model.

Coherence of concepts does not imply coherence of the statistical program: there may still be gaps and imbalances in the statistical output. To deal with this, we need two more steps. 
4. The fourth step prescribes standardization, which comes down to ensuring that different statistics/tables belonging to the same statistical theme
: 

· and covering different parts of the universe, use the same output count variables and the same object types, classifications and time-component;

· and covering the same part of the universe, use the same populations.

Note that, at this level, on the one hand the use of standards is prescribed, while on the other hand additional non-standard concepts are not prohibited.

5. The fifth step involves harmonization. In order to protect users against a too broad and subtle – hence easily confusing – assortment of nearby-concepts, these are eliminated as far as not complying with the standards.
In addition to the five steps ensuring coherence of concepts and statistical programme, two more steps are needed to ensure coherence of the actual data and their presentation.
6. The sixth step consists of establishing consistency among data throughout StatLine. In the strict sense, this means that for the same concepts, no different figures may show in StatLine.  In the broader sense, data for different concepts must respect logical relationships between these concepts. 

When considering data consistency for concepts, the time dimension has to be taken into account. The requirement of consistency in the strict sense applies to data for the same concept, sameness implying that the data refer to the same period or moment. However, the information that is available about a concept with such a time reference may increase in time. If the “information time reference” is specified, consistency in the strict sense is not violated if the data differ as long as their information time reference is different. Likewise, the information time reference has also to be taken into account when judging consistency in the broad sense.
7. The final step relates to the presentation of the data. They should be offered to the user in such a way that their relationships become maximally apparent. Ideally, this means that all data available on a theme must be integrated in one statistical table in StatLine. 

Statistics Netherlands aspires to the highest level, for the achievement of which all previous levels must be satisfied. This does, however, not mean that we pursue maximum coherence at all cost. Indeed, in the end it is a matter of balancing cost and benefit, and thus an optimization problem. 

So far Statistics Netherlands has not succeeded in reaching the pursued level of coherence of statistical output, as we will see in later chapters. This has to do with the fact that the statistical processes of which StatLine is the result are themselves not sufficiently coherent yet. We will now turn our attention to these processes.
3. The new statistical process in a bird’s-eye view
Logically, the statistical process can be conceived as a chain of actions, and likewise be partitioned into a number of stages, each of which generates an intermediate product. In the scheme on the next page,  each stage has two layers:  a design layer and an implementation layer. The stages are delimited by “logical databases”; in these databases the intermediate products are stored.  At the design level, these products are metadata only; at the implementation level they materialize into data.  The process starts in the upper right corner with exploring user needs, and ends in the lower right corner, with satisfying these needs,  at least as far as these were acknowledged in statistical programs.  The data collection stage marks the turning point in the total chain. Note that the databases pictured here are not necessarily  physically existent as such.   
The meta servers surrounding the statistical process flow-chart provide the reference for the design layer:
· First (1-2-3), by defining – and prescribing – the output concepts (object types, classifying variables and their permitted value domains (classifications),  count variables and time; this is the conceptual metadata applying in the output world;
· Next (4), by defining the input-counterparts of the output concepts.  This means that output concepts as they appear in statistical tables are operationally defined in terms of their relationships to input concepts as used in questionnaires and registers;  
· Finally, by providing the methods for the processes as they run in stages 5 to 9.  This process metadata not only consists of sampling schemes and editing, imputation and aggregation methods, but also of transformation rules that bridge the gap between input concepts and output concepts.  The metadata ruling these processes is called process metadata. 
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This is – in a nutshell – how we would organize our process if we could start from scratch and if we would behave as a purely output driven data producer: monitor user needs, match them with cost and availability of data sources, decide on the output concepts, design (empty) tables for StatLine, decide on the data sources and input concepts, design the methodology of the processes. And – as a self-evident condition – in all stages preserve a maximum in standardization and harmonization of concepts, as well as standardization and integration of processes. 

Of course, in practice the process does not evolve as smooth and straightforward as pictured here. For example, the outcomes of one survey may be used as (part of) the input for another, and there are “loops” in case of provisional data followed by definite data, or non-integrated data followed by integrated data, as is common practice in National Accounts.  Besides, not all of the process-metadata will be neatly determined in the design stage; part of it is generated or altered on the fly during implementation, be it only because in real life things do not always behave according to the assumptions of the design. 
Moreover, we cannot start from scratch. We have to deal with the heritage of the past:  hundreds of independently developed statistics and thus concepts,  and as many stove-pipe processes as there are surveys.  
Creating coherence of concepts and processes is, therefore, a far more difficult and challenging task than might be assumed at first sight. 
The following chapters discuss the various measures and activities with respect to metadata Statistics Netherlands has recently undertaken to optimize conditions for coherence of its output and to actually achieve it. 
4. Coherence of statistical input and throughput

The pursued coherence of the statistical output in StatLine requires a considerable degree of coherence of the statistical activities of which the output is the result. This has to be well understood before turning to the measures actually taken by Statistics Netherlands. We will focus on metadata requirements. First, conceptual metadata is discussed, followed by process metadata.
coherence of conceptual metadata for input and throughput

Working our way back from StatLine, we may first observe that the logical database at the cube level (StatBase) necessarily refers to exactly the same conceptual metadata as StatLine (object types, variables, classifications and time), although the use of classifications in StatLine may be somewhat altered for reasons of dissemination restrictions. This would not affect the definition of categories, only their selection for publication. If the concepts used in StatLine are to be coherent, standardized and harmonized, this must also apply in StatBase.

Going back further, the logical database at the micro-output level (MicroBase) appears to make use of the very same concepts as StatBase. The statistical process as presented above is based on the assumption that the concepts used in MicroBase will not be altered at the stage of data aggregation into StatBase cubes: the translation of input concepts to statistical concepts will already have taken place. Nevertheless, there may be additions of concepts that refer to aggregates as such, reflecting the aggregation function used. For instance, in MicroBase the concept of turnover may be used, whereas at the cube level both the concepts of turnover and of median turnover may be used. (There is a link with process metadata here, see below.) Anyway, if the concepts used in StatLine and in StatBase are to be coherent, standardized and harmonized, this must equally apply in MicroBase.

Things get different – and more complex – if we go further back. For the micro-input level (BaseLine) we have to distinguish between concepts defined by Statistics Netherlands (mainly for the purpose of data collection by questionnaire) and concepts defined by administrative data sources. Input concepts for which statisticians are responsible have to be coherent, of course, but standardization may not always be desirable, because the concepts have to be tuned to what can be understood and provided by respondents. In certain cases it is better to collect data on one or more concepts close to but different from the one in which one is interested and adjust the data (e.g. by estimation) than to use the latter concept directly in questionnaires and obtain a lower response and get unreliable answers. But it is important that the concepts used are well coordinated in the sense that they all fit into a well-considered overall design. This design optimizes the input concepts, taking into account the MicroBase output concepts and the data collection possibilities. As a consequence, the relationship between the BaseLine input concepts on the one hand and the MicroBase output concepts on the other has to be well documented. (Again, there is a link with process metadata, see below.) Obviously this relationship has to be well-defined as well, preferably by reference to a conceptual data model.

The degree of coherence of concepts defined by administrative data sources has to be accepted for what it is, although it makes sense, of course, to try to influence administrative sources, and ideally induce them to adopt statistical standards. Anyway, whatever the degree of coherence of administrative concepts, it is important to document the terms and definitions of the concepts and their relationship. If concepts are not well-defined or not coordinated, it is essential to know this.

coherence of process metadata for input and throughput

Let us first consider the process metadata for design purposes and then metadata for the process of actual data collection and compilation. For design purposes, process metadata primarily reflects the relationships between concepts. As we have seen, there are two logical transformation phases involving change of concepts: the aggregation phase (from MicroBase to StatBase level) and the input phase (from BaseLine to MicroBase level). For the aggregation phase, the design process metadata simply consists of a specification of the aggregation function. If the conceptual metadata has been made coherent, this implies coherence of the corresponding design process metadata. For the input phase, the conceptual relationship between the input and output concepts at micro level may or may not imply the transformation needed. The transformation needed would be clear in case of an output concept simply being the sum of two input concepts, for instance, but it is also possible that complex estimation activities are required, based on model assumptions. In fact, herein lies one of the core responsibilities of the statistician.

Still referring to the design phase, the transformation activities foreseen have to be coherent. This coherence does not automatically follow form the fact that they reflect relationships between concepts. Data transformation, given the quality of the input data, determines the quality – and consistency – of the resulting data, and quality requirements translate into transformation requirements. Therefore, a coherent corporate quality policy implies coherent transformation activities. This, in turn, is to be reflected in the process metadata; this already applies at the design phase. What does this process coherence mean? Similar to what we have discussed for concepts, it involves well-defined processes that are standardized and harmonized. Well-defined processes imply specified transformation rules, applied to specified data, that are based on statistical methods. Standardization and harmonization can be achieved by applying a limited set of such methods, for which statistical departments are only allowed to choose and specify certain parameters. In addition, the choice of method and parameters would have to be subject to a corporate quality policy, in which for instance minimal quality standards are set.

The complexity of obtaining such coherence, if only in design, can easily be underestimated. As a minimal quality requirement, Statistics Netherlands aspires to make StatLine free of contradictions in the sense that only one value is provided for any object/variable/classification/time combination. With the huge number of data sources and processes used, and their intricate time-patterns, this is very difficult to achieve. But full harmonization goes much further, because the values of different object/variable/ classification/time combinations must be in accordance with their intrinsic relationship. Harmonization of design process metadata includes tuning the time aspect of the processes, for example by adding time-dependent status indicators to the data, thereby effectively introducing data-versions. 

Let us now turn from design to implementation. Ideally, the design process metadata steers the actual statistical process, possibly in an automated fashion. But obviously, the extent to which the design is followed in practice has to be recorded, and deviations well documented. Process metadata referring to actual data collection and processing will have to be coherent as well. This is necessary for quality purposes, and also because it must be possible to reproduce data. 

In particular, standardization of process metadata referring to implementation is very important. This has to do with the cumulative character of process information needed for StatLine. Tables in StatLine are the result of a series of data transformations, and data users cannot be given insight into the process if the description of the process – in design and realization – is not standardized. But there is also another reason: in the new statistical process, data may be used and reused a number of times, for different purposes and by different departments. If this is to happen efficiently and without accidents, standardization of process metadata is highly desirable.
5. Integrated processing: the new approach
The crucial issue in statistical processing is the linking of the input world with the output world. Main features of the new approach are:

· At conceptual/type level the input-output link is established in the meta servers, by operationally defining output concepts in terms of their input-counterparts,  i.e. observable real-world concepts.  This goes both for variables and object types.  The definition of an object type in the meta servers is the intentional definition as applicable to the widest possible population for the object type.  This is actually the union of the target populations for the various statistics based on that object type.  
· At data/instance level the link is established by what Statistics Netherlands calls the backbone. This is the physical representation of the extensional definition of the (super) population, i.e. the enumeration of output units.  Corresponding input units and links between input and output units are also part of the backbone. Thus, the backbone acts as intermediary between the output world at micro level (MicroBase) and the input world at micro level (BaseLine).  
· The backbone bridges the gap between BaseLine and MicroBase by identifying incoming units in terms of (relations with) output units.  This process also makes it possible to tie various input sources (registers) together.
· The output side of the backbone serves as the “mother” frame, from which all types of sub-populations can be derived, providing the elements for statistical aggregates in StatBase. 

· In the actual process, views are defined on BaseLine and MicroBase, because these databases are only ‘logical databases’. Physically, each ‘logical database’ may consist of many separated data sources that are linked through the meta servers and the backbone. A view is a selection from one or more data sources by means of an object/variable/classification/time combination. 

· Transformation rules (from BaseLine to MicroBase) make it possible to calculate data for output variables from their input-counterparts (these are views on Baseline), and assign these data to the output units of the backbone. This process ‘fills’ MicroBase. 

· Transformation rules (from the micro-outputlevel to the cube-level) make it possible to estimate the cubes of StatBase from one or more views on MicroBase. 

· Statistical tables as they appear in StatLine can be seen as thematical views on StatBase aggregates.
· Coherence of concepts can be obtained by applying the standardized concepts (for output units, variables, classifications and time) of the meta server to the backbone; deviating input-concepts can be identified in an early stage and if necessary be “repaired”.
· Data consistency is guaranteed by early matching of conflicting data from different sources during the identification process, and by using standard processing methods.
A first and major effort to integrate processes was undertaken in the first years of this century, when Statistics Netherlands carried out a huge BPR (business process redesign) project called IMPECT, in which all stove-pipe surveys for annual industrial data on production were integrated into one single process. This was an important step towards the pursued new statistical process as presented above. IMPECT includes the harmonization of all questionnaires concerned (generated with the help of a questionnaire server), harmonized data processing from editing to estimation and aggregation, and fully coordinated logistics. IMPECT is linked to the central business register (the backbone for business statistics), and its output concepts are linked to those of StatLine, but its process metadata are not linked to central process metadata services, because there are no such services yet. Presently the monthly industrial statistics and certain other types of business statistics are being integrated in the IMPECT system.
6. Work in progress: tools
The two final chapters provide an overview of coherence oriented activities and measures Statistics Netherlands is currently carrying out or intends to start in due course.  In the overview we distinguish between tools facilitating coherence and rules making the tools work. This chapter describes the tools.
building a framework for the structuring of conceptual metadata
The framework has the shape of a glossary and leans on the Terminology Models for Classifications and Variables as developed by the Neuchatel group, the ISO-documents 1087-1 and 11179 and Sundgren’s “alpha-beta-gamma-tau” model. The annex to this paper provides a brief overview of the principal concepts and their links. 

The glossary can be seen as an instrument in the above announced integrated policy. It provides an overview of concepts by means of which the conceptual metadata of a statistical process can be described. Its pretension exceeds that of a straightforward vocabulary, as it primarily aims to provide a logical framework for the structuring of statistical data, a framework that fits all statistics and applies in all stages of the statistical process. Therefore, the order of presentation of the concepts is systematic, not alphabetic. 

In summary, the glossary aims at initiating:

· a logical data structure in which all statistics of Statistics Netherlands fit;

· a conceptual basis for the various meta servers (object, variable  and classification servers) of Statistics Netherlands;

· a tight and logical connection between the various stages of the statistical process; 

· a  smoother communication between statisticians representing different stages of the statistical process; 

· a  smoother communication between statisticians representing different subject-matter areas;

· a better understanding between surveying statisticians and information analysts. 

The glossary does not intend to list and define the conceptual metadata itself; this is, after all, the task of the subject-matter statisticians. Instead, we go up one meta-level and present a termino​logy which accommodates the conceptual metadata in a logical structure. So, we do not define the term “income”, but rather the term “variable ”. Nor do we define terms like “industry” or “establishment”.  Instead, terms like “population”, “classification” and “statistical object type” are defined. 

The framework is generic in the sense that it is not bound or confined to a specific stage of the statistical process or a specific statistic; it aims at universal applicability. This does not mean that it covers the full need for conceptual metadata for each stage and each statistic. For specific parts (stages; statistics) additional (local) metadata will be needed. Obviously, this additional metadata should seamlessly fit in with the generic metadata of the glossary. 

building backbones 

Since 2003 Statistics Netherlands has been building two backbones: one for social statistics and one for business statistics. In addition to these backbones, Statistics Netherlands has started with the development of the social statistical database (SSB) and the economic statistical database (ESB). Both can be considered as views on MicroBase. An increasing number of cube-aggregates makes use of SSB and ESB.
building an integrated data-infrastructure 

Since 2004 Statistics Netherlands has been creating an integrated data-infrastructure, in which all available data and metadata are stored in such a way that the information is interlinkable and accessible by means of specifications of views. The integrated infrastructure will be the basis for the (combined) physical representation of the logical databases BaseLine and MicroBase. 

building an architectural business model 

The pursued statistical process as pictured in the scheme of Chapter 3, is general and abstract, and needs to be further specified. This work has been going on since 2004 and takes the form of an architectural business model. This model in turn serves as a basis for new developing projects, among which the two projects mentioned above. 

building and filling the meta servers
In the actual StatLine database, all 1300 (multi-dimensional) tables are independent, in the sense that there is no sharing of corresponding metadata.  Starting in 2006, the system will be changed such that conceptual metadata (terms and definitions for object types, classifying variables and their classifications, and count variables) are selected and defined by referring to the meta servers for variables and classifications.  To this end, all existing StatLine tables are currently being examined and broken down in terms of:

· constituting object types, classifying variables including their classifications, and time-components; these are the ingredients for the population component of data items;

· count variables and their measurement units. 
building a recipe for StatLine tables
Presently, most StatLine tables are merely 1 to 1 electronic duplicates of the former paper tables. Statistics Netherlands has developed a recipe (“the Art of Cubism”) for the transformation of these small and flat tables into large and multidimensional tables.  Ideally, a whole theme is covered by one or a few large tables only and there will be as few tables as there are object types. Such table design not only requires that statisticians thoroughly understand the logical structure of statistical information, but also that tables derived form different surveys and belonging to the same theme fit together.  In this respect, thematic tables are the ultimate manifestations of coherence.
7. Work in progress:  rules and activities
implementing the framework for the structuring of conceptual metadata

The glossary has been presented as a draft to statisticians and information analysts, not only for discussion and approval, but also for completion with “local” concepts, applying in specific stages of the statistical process.  It is interesting to see that surveying statisticians judged the definitions as rigid, sterile and sophisticated, whereas information analysts found them rather soft and not exact enough. We expect that it will take some time until the vocabulary of the glossary is accepted and used throughout the whole office.  There are no short term intentions to make the use mandatory.   

use of the meta servers

The redesigned meta servers are currently being filled with all variables and classifications appearing in StatLine tables. In the servers, object types, count variables with their definitions and classifying variables with their classifications are subdivided into standards and non-standards. Standard-classifications and variables meet the requirement of “well-defined” (ambition level 1 of Chapter 2). Their terminology may not be used for non-standard concepts, so that ambition level 2 (uniform language) is also met, at least as far as the standard concepts are concerned. Their use is not yet compulsory, so that level 4 (standardization) is not met.  This actually means that for the time being their real status is rather “preferred” than “standard”. The fact that non-standard variables and classifications are tolerated in the meta servers means that level 5 (harmonization) is not met either.  However, the tolerance of non-standard classifications and variables will expire in 2007.  This means that from that year only standard classifications and variables are accepted in StatLine. 

The same expiration date goes for a limited number of recently traced inconsistent data (level 6), which have been qualified as substantial and disturbing. 
It is clear that a lot of work still has to be done in order to achieve the goals.  This is the task of the “subject-owners”.  Recently, each classifying variable and each cluster of count variables as they appear in the meta server has been assigned to such a subject-owner,  in most cases a surveying statistician. The owner is responsible for solving consistency problems regarding “his” classifications/variables, even if other departments are involved in the “competing” figures.  
First experiences are not very encouraging; it is difficult to stimulate statisticians to solve problems they perceive as not being caused by themselves. 
theme building by the art of cubism

Once all StatLine classifications and variables are stored in the meta servers, theme-owners  will be appointed.  Their task is to combine the many small and flat tables belonging to one theme to a minimum number of large, multi-dimensional tables.  Where coherence between tables is lacking,  combining them is not possible and they will be triggered to initiate problem-solving activities.   As a consequence, theme-owners are expected to be more inclined to enhance coherence than subject-owners.  A question still to be solved is where to place the theme-owners in the organization: either in one of the Surveying Departments or in the Publication and Dissemination Department.
Annex:  Major concepts of the framework

Here is a brief overview of the principal concepts, and the way they relate to each other:

· objects are described in terms of their properties;

· objects are broken down in components and combined to composites;

· objects are abstracted to object types and their characteristics;

· characteristics are either defining or optional for a given object type
· characteristics are generalized to types of characteristics;

· types of characteristics are transformed to object variables by adding value domains;

· value domains are formalized into classifications;

· categories of classifications subdivide object types into sub-types and populations into sub-populations;

· A data item describes the value of a count variable for a class of objects delineated by one or more classifying variables.
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�  The levels of ambition reflected by the steps do not necessarily correspond to the order of  implementation. Step 4, for instance, may be implemented before step 3.  


�  This implies that the total field of statistics is divided into themes, like education, energy, health, labour, etc. The themes can be expressed in terms of the data model.  
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