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Definitions

Anonymisation - The process of rendering data into a form that does not 
identify individuals and where identification is not likely to take place (Information 
Commissioner’s Office, 2012).

Direct Identifiers - Refers to data values that identifies an individual in a data 
set, for example names, addresses, telephone numbers, and unique numbers, in 
addition to other identifiable information such as social security numbers (Innovative 
Routines International, 2022).

Household Surveys - Questionnaires given to a sample of households in a 
population, providing considerable information about the respondent/individuals 
(Wolff, 2015).

Indirect Identifiers - Refers to attributes that may be true about an individual but 
are not necessarily unique to an individual and could be used to attempt to identify 
respondents. These include detailed geographical information, composition of 
household by age, sex, and detailed information on professional status (Innovative 
Routines International, 2022).

Metadata - A description that summarizes basic information about data that makes 
it easier to find, use, and re-use data. It is often called data about data (National 
Information Standards Organization, 2004).

Microdata - Electronic data files containing the information about each unit of 
observation in household surveys, censuses, or administrative records (Dupriez & 
Boyko, 2010).

National Statistics Office (NSO) - The main producer of official statistics in a 
country that may also be responsible for coordinating all activities related to the 
production and dissemination of official statistics (UNDESA, 2021).
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Executive Summary

The report on the National Practices on Household Survey Microdata 
Dissemination, prepared by post-graduate student consultants at the London 
School of Economics and Political Science (LSE) in collaboration with the Inter-
Secretariat Working Group on Household Surveys (ISWGHS) of the United Nations 
Statistics Division (UNSD), examines the practices and challenges of National 
Statistics Offices (NSOs) disseminating household survey microdata.

The report was produced in response to the increasing value of household surveys 
in important decision-making processes and research purposes, combined with 
the evolving nature of microdata management and international dissemination 
recommendations. It was further motivated by the lack of existing research on the 
microdata dissemination practices of NSOs in low- and middle- income countries 
(LMICs), where resource and financial constraints, limited technical and training 
capacities as well as unclear privacy protection rules create additional barriers for 
data producers. Thus, this report addresses the following research questions:

•	 What are the prevailing practices in microdata dissemination versus 
the recommended practices?

•	 What are the enabling legal environments, including national statistical 
law and data privacy law?

•	 What considerations are made on data anonymisation and protection?
•	 Microdata accessibility: In what format are data disseminated and who 

has access to them?

To answer these questions, the report concentrates on four case studies, Costa 
Rica, State of Palestine, the United Republic of Tanzania and Vietnam, and presents 
the insights of local microdata dissemination experts through country profiles.

Primary qualitative data was collected through desk research as well as interviews 
and a focus group with NSO statisticians from the four countries indicated above. 
A total of six key informants were interviewed. A comparative case study approach 
was used to analyze the transcribed interviews, offering an in-depth contextual 
consideration of each country’s practices whilst enabling cross-case themes to be 
explored.

An assessment of the NSOs current practices was undertaken by drawing 
comparisons with the UN’s recommended best practices and other guides, such as 
those produced by the International Open Data Charter (ODC), Open Data Inventory 
(ODIN), International Household Survey Network (IHSN), Organization for Economic 
Co-operation & Development (OECD), and UN General Assembly (UNGA). Through 
this, the report identifies challenges faced by countries that hamper them from 
achieving efficient data dissemination practices.
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Legal Environment

Data Security and Anonymisation

Access to Microdata

Legislative frameworks are available in each of the four countries, with policies that 
guide the collection and dissemination of national statistics and microdata. These 
statistical laws and policies have been amended over the years to reflect the UN 
Fundamental Principles for Official Statistics, although the degree of execution 
varies across countries. 

Limited capacity and resources prevent staff training on microdata anonymization 
and dissemination. A challenge further reflected by the NSOs limited capacity to 
monitor microdata use once it is disseminated. 

Diverse ability to access microdata based on country. Some countries lack online 
microdata repositories, others have repositories that are not fully functional. Lack 
of repositories or limited functioning repositories result in inefficient and time-
consuming microdata dissemination. 

Training

Collaboration is required between 
development partners and 
countries to enhance training and 
benchmarking for NSOs, as well 
as the sharing of knowledge on 
microdata anonymisation, packaging, 
dissemination and any additional 
technical techniques.  

Consistent Guidelines​
Interagency coordination to produce 
an abridged version of microdata 
dissemination guidelines that are 
universally consistent in regard to the 
security, access, legal frameworks, 
and the technical aspect of 
dissemination to provide a streamlined 
and cohesive approach for countries.

Funding​
Countries require low-cost options for 
data portals. In addition, highlight the 
cost-effectiveness of abiding by the 
best practices guidelines in a tangible 
format to encourage compliance and 
to encourace governments and other 
development partners to invest in 
NSOs.

Data Security​
Standardization of dissemination 
guidelines and best practice 
recommendations regarding how to 
monitor data users’ output to promote 
confidentiality and appropriate use of 
provided data. 

Technical Support​
The development or increasing the ability 
to access user-friendly data portals that 
are embedded with microdata request 
forms and metadata download functions 
to guarantee ease of access, as is the 
case with international organization’s 
repositories

Key Recommendations

Key Findings
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Parallel to the accumulating power of computers and software, the demand for 
microdata has exploded in recent decades (Dupriez & Boyko, 2010). Obtained 
from sample surveys, censuses and administrative records, microdata underlies 
published statistics, containing information on individual respondents, households, 
and business entities (ibid; UN, 2021). As such, the management of microdata is 
a key responsibility of national statistics agencies who face conflicting objectives 
when disseminating microdata to the public. On one hand, National Statistics 
Offices (NSOs) aim to release useful data files in support of diverse statistical 
analysis, innovative research, and essential decision- making practices; on the 
other, it’s required to safeguard the anonymity of informants’ identities (Gomatam 
et al, 2005). Hence, data is typically ‘sanitized’ before being released, with direct 
and in-direct identifiers being removed, re-coded or swapped, and noise added to 
prevent re-identification (Reiter, 2012; Willenborg & de Waal, 2001). Unfortunately, 
such statistical disclosure protection techniques reduce the accuracy of the data, 
yet the complex process is necessary to uphold respondents’ trust and privacy 
legislation through confidentiality protection (Duncan et al, 2001). In this light, 
disseminating microdata is not only a technical and organizational obstacle for 
NSOs, but a legal and ethical challenge (Dupriez & Boyko, 2010). Consequently, 

the role of government 
in promoting the broad 
use of microdata has 
evolved, becoming 
paramount in facilitating 

microdata accessibility, 
data anonymisation, and 
coinciding legislation, 
reflective of international 
guidelines that were 
developed to address such 
issues.

Since the turn of the 
century, consensus 
on statistical practices 
regarding the dissemination 
of microdata has been 
assembled into numerous 
best practice guidelines, 
handbooks, and software 
tools by a variety of 
organizations, including 
the United Nations 
Statistics Division (UNSD), 
the United Nations (UN) 
Economic Commission for 

Introduction

Figure 1
Organizational Best Practices edited for length (CCSA, 
2014)

Microdata Dissemination in the Era of Open Data
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Europe (2003; 2007 & 2009) and 
the Organisation of Economic 
Co-operation and Development 
(2007). These key principles, 
international technical standards 
and recommended practices have 
largely centered on the UN (2014) 
Fundamental Principles of Official 
Statistics (UNFPOS), specifically 
Principle One and Six. Principle 
One provides the basis for the 
dissemination of microdata, 
stating, in part, “official statistics 
that meet the test of practical 
utility are to be compiled and 
made available on an impartial 
basis by official statistical 
agencies to honour citizens’ 
entitlement to public in formation” 
(ibid). Taking this ‘open-data’ 
proposition into consideration, an 
online repository is arguably the 
most important tool used by an 
NSO to transparently distribute 
open and free datasets, including 
disseminated microdata and 
metadata (UN, 2021).

Microdata is further governed by Principle Six, stating that “individual data collected 
by statistical agencies for statistical compilation, whether they refer to natural or 
legal persons, are to be strictly confidential and used exclusively for statistical 
purposes” (UN, 2014). This principle underlies microdata dissemination policies for 
NSOs and international organisations, in addition to the organisational best practices 
summarized in Figure 1 and the technical standards in Figure 2.  Even with the 
availability of these guidelines and tools, the ‘open-data’ movement remains under-
developed in many low- and middle-income countries (LMICs). Here, NSOs often 
face additional barriers such as resource and financial constraints, limited technical 
and training capacities as well as unclear privacy protection rules, that exacerbate 
the multifaceted tradeoff between disclosure risk and data usefulness (Dupriez & 
Boyko, 2010; UNSD, 2014).

Despite the need for research to understand the barriers and benefits regarding 
microdata dissemination across different geographical and economic contexts, 
existing research is lacking. Instead, research concentrates on international 
organisation practices and Western legislation (Ruggles, 2014; UNSD, 2014). 

Figure 2
Organizational Best Practices edited for 
length (CCSA, 2014)
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Therefore, this report seeks to confront this research gap by investigating microdata 
dissemination practices of NSOs in different contexts to address the following 
questions:

•	 What are the prevailing practices in microdata dissemination versus the 
recommended practices?

•	 What are the enabling legal environments, including national statistical 
law and data privacy law?

•	 What considerations are made on data anonymisation and protection?
•	 Microdata accessibility: In what format are data disseminated and who 

has access to them?

To explore these questions, the report 
will first detail the methodology, before 
presenting the case studies of Costa 
Rica, the State of Palestine (referred to 
as Palestine), the United Republic of 
Tanzania (referred to as Tanzania), and 
Vietnam, drawing on primary qualitative 
research collected through key informant 
interviews with statisticians from each 
country’s NSO (Table 1). Thereafter, 
in the discussion section, countries 
current practices will be compared to 
recommended practices, identifying 
prevailing challenges and gaps in LMICs 
existing microdata dissemination. The 
report concludes with recommendations 
on various approaches and tools to 
support countries working at different 
microdata dissemination capacities.

Table 1
Case Study NSOs
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Research Design
Primary qualitative data was collected for this project through key informant 
interviews and a focus group discussion with staff from the NSOs of Costa Rica, 
Tanzania, Vietnam, and Palestine. These respondents were chosen in consultation 
with the Inter-Secretariat Working Group on Household Surveys (ISWGHS), 
selecting countries on the premise of their different geographical locations and 
the representation of varied statistical development. Prior to the key informant 
discussions, an interview guide (Appendix D) was developed, with questions 
organised under the ‘Five Safes’ framework (Figure 3). This framework was used 
to elicit detailed explanations of data dissemination practices, considering the use 
of confidential data and decision-making processes of the NSO. Between the 19th 
of January and 28th January 2022, three key informant interviews and one focus 
group were conducted with statisticians from the four NSO’s mentioned previously. 
The discussions took place 
over a private Microsoft Teams 
meeting, each lasting 45 
to 120 minutes. One of the 
interviews was facilitated by a 
translator, whilst the remaining 
three were conducted in 
English, accounting for 
the variation in interview 
duration. Nevertheless, after 
ascertaining permission from 
the respondents, all interviews 
were recorded and transcribed.

Sample
To identify respondents for this report, purposeful sampling was used in conjunction 
with snowball sampling. Participants were suggested in accordance with their 
knowledge and expertise on the phenomenon of interest, maximizing efficiency and 
validity of contributions (Johnson, 2014; Palinkas et al, 2015). Potential respondents 
from the associated NSOs were limited to statisticians’ knowledgeable about 
microdata dissemination practices and data privacy legislation at the national level. 
Initially, respondents were recruited by employing existing relationships between 
the UNSD and NSOs, although these primary contacts subsequently referred to 
statisticians affiliated with the relevant criteria. It should be noted that although 
snowball sampling is often advantageous in increasing the likelihood of participation 
response, the original sample size was decreased from five countries to four 
after the fifth NSO failed to uphold an original interview commitment (Robinson, 
2014). Hence, a total of six informants were interviewed across the remaining four 
countries.

Methodology

Figure 3
The Five Safes Interview Framework
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Analytical Approach
Transcribed interview responses were analysed using a comparative case 
study approach. As a study design, case studies are often adopted to advance 
understanding of a particular issue, gaining insight from a variety of data sources such 
as interviews, observations, documents, and databases (Elkatawneh, 2016; Hyett et al, 
2014). This approach was selected because it allows an in-depth consideration of each 
case, regarding institutional and political contextual factors, and case specific themes 
whilst enabling cross-case analysis and a proposal of lessons learned (Patton, 2015; 
Stake, 1998).

Ethics
Prior to conducting the interviews, ethical approval was obtained from the London 
School of Economics and Political Science (LSE) internal review board. In compliance 
with the LSE’s guidelines and ethical codes, written informed consent was obtained 
from each respondent during the interview process. Furthermore, data was stored on a 
password protected drive, ensuring confidentiality throughout.

Limitations
Considering time constraints and the scope of this report, the number of countries 
was limited to four. This limits the representation of statistical development and 
generalisation of the findings and coinciding recommendations. However, in-
depth interviews have provided detailed, comparable data to present robust 
recommendations based upon analysis and discussions.

The semi-structured interviews encouraged rich communication between interviewers 
and interviewees, facilitated by open-ended questions on the subject matter. Due 
to the sensitivity of recruitment through snowball sampling and the nature of this 
report, no pilot studies could be conducted prior to the interviews. To overcome this 
limitation, several drafts of the interview guide were produced covering the five core, 
comprehensive dimensions of data dissemination before being confirmed with the 
client. Additionally, the semi-structured format allowed follow up questions to be asked 
throughout the interview and respondents agreed to answer further questions through 
email correspondents where necessary.

This qualitative study relies on the impressions, opinions, and views of respondents; 
therefore, findings are interpreted in accordance with participants’ subjective 
understanding of the topic. Consequently, the reliability, validity, and generalisability 
of qualitative results is often scrutinised (Nobel & Smith, 2015). Nevertheless, the 
predetermined expertise of the participants enhances the reliability of the findings, and 
the approach offers constructive insight into the complexities of data privacy.
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Costa Rica

Data Dissemination Landscape
The National Statistics System (NSS) in Costa Rica is characterized by a 
decentralized structure, a well-developed legal framework, an accessible online 
repository with tiered microdata disclosure, and a respect for confidentiality, 
making Costa Rica largely compliant with the UNSD microdata dissemination best 
practices (CCSA, 2014). Costa Rica is an administratively decentralized unitary 
constitutional republic, nevertheless, the Instituto Nacional De Estadística Y Censos 
(National Institute of Statistics and Census of Costa Rica), or INEC, represents 
the central agency within the NSS. Since its establishment in 1998 with Law No. 
7839, the INEC has been the main coordinator of official statistical activities and, 
according to Article 4, authorises the delivery of microdata in Costa Rica (OECD, 
2019). As such, considerable progress has been made in the quality of statistical 
practices, namely the INEC increasingly disseminates statistical information on its 
online repository in accordance with international guidance. Of the eighteen staff 
within the INEC, two statisticians work directly with the dissemination of microdata, 
however no formal training is given to the staff on dissemination practices when 
joining the department. Despite the update in statistical and data laws, policy 
for the continuous vocational training for INEC staff remains absent, although 
guidelines are accessible online for all personnel1.

Legal Framework
Over the past decade, Costa Rica’s legal framework surrounding microdata 
dissemination has been updated. To further the principles enacted in Article 4 of 
the 1998 Law No. 7839, the INEC adopted a new Dissemination Policy for Statistics 
and Delivery of Microdata in December 2014; a policy that is being extended to 
the NSS (ibid; National Institute of Statistics and Censuses, 2014). Consistent 
with the UN Fundamental Principles for Official Statistics, the policy requires data 
to be collected and produced following scientific norms on sources, methods, 
standards, and procedures of statistics, maintaining confidentiality of individual 
information when disseminating microdata and metadata for free (OECD, 2019). 
The issue of data anonymity is further supported by Law No. 9694, a law adopted 
in May 2019 to amend the initial 1998 Law No. 7839, putting Costa Rica in line with 
the Recommendation of the Council on Good Statistical Practice (ibid). The Law 
No. 9694 strengthens data privacy laws by ensuring protection of personal data 
and regulating pre-release access arrangements (ibid). Moreover, the new policies 
recognise the INEC as an autonomous institution, sustaining adequate financing 
for the INEC, improving the access to administrative sources, and providing a legal 
mandate for the coordination of official statistics and microdata dissemination.

1 Informed in the interview that these guidelines were accessible online but cannot be 
located through desk research 
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Microdata Accessibility
Microdata is accessible through Costa Rica’s National Archive (ANDA for its 
Spanish Acronym) and an online repository managed by the INEC. The ANDA is in 
Curridabat, San José, less than one kilometre away from the INEC headquarters 
(Archivo Nacional, 2022). Here, all documented statistical operations, disseminated 
databases, and anonymised microdata files are available for the user. Furthermore, 
the INEC has designed an easy-to-use web platform for the dissemination of 
microdata and other official statistics produced in the NSS. This online repository 
exclusively stores datasets produced by the INEC from 2001-2022. Completed 
metadata is available to download in the format DDI/XML & JSON, whilst microdata 
is available to download locally through an SPSS Statistical Data File or SAP 
format.

Under the strict protocols of the Dissemination Policy for Statistics and Delivery of 
Microdata, the INEC has established a clear procedure for microdata dissemination 
and its accessibility for external users. Differing in degrees of sensitivity, three 
types of microdata files have been generated: (i) Public Use Files (PUFs) (ii) 
licensed files (iii) non-accessible files. The PUFs are accessible to any citizen and 
can be downloaded once a profile has been set up using a valid email address. 
Although users must provide a general description of purpose and data use, 
requests are not authenticated by the INEC and the user’s output is not reviewed. 
Therefore, these microdata files are open without restrictions. The anonymisation 
of microdata is less rigorous for licensed files, where indirect identification may be 
possible despite the elevated levels of disaggregation. For this reason, licensed 
files are restricted to recognised institutions and verified academic researchers. 
These licenses are free of charge. When requesting access, researchers must 
disclose in detail, the justification and methodology of their proposed study and 
are expected to share the results 
with the INEC upon publication. 
Additionally, legal representatives 
from the organization or research 
institution are required to sign the 
Contract for Access to Microdata, 
agreeing to the Law’s strict terms 
of confidentiality (National Institute 
of Statistics and Censuses, 
2014). When it is not possible to 
fully anonymise datasets, files 
are classified as non-accessible. 
This microdata is particularly 
confidential and sensitive as the 
data contains easily identifiable information, such as farm sizes and number of 
company employees. Therefore, access is restricted to authorized INEC personnel. 
Information on the type of survey and its assigned tier is presented in Table 2. 
Abiding by these compliances, microdata is further disseminated through other 
international organization repositories. Microdata and metadata are saved locally 
when produced in collaboration with the INEC and are accessible after logging-

in to the repository. Where microdata is not stored locally, links to the INEC 
repository are provided, however these links do not always work. Details on 

international organisation repositories are provided in Appendix F.

Table 2
Type of Survey and Access
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Data Anonymity and Protection
In accordance with the UNFPOS (2014), the current laws and practices of the 
INEC offer protection of statistical safety and confidentiality. The INEC eliminates 
the most sensitive, direct variables from data sets, whilst indirect variables are 
collapsed, aggregated, and recoded to hide identifiable information. As mentioned, 
this process of anonymous animation is less rigorous for the licensed datasets. 
Although extensive effort is made to eliminate and hide variables, indirect variables 
risk reidentification, for example through geospatial identification, hence microdata 
files are released under a safeguarding agreement at a lower level of anonymity. The 
INEC notes that improving this anonymisation process for licensed databases is a 
current target for the NSS.

To protect the security and integrity of this online archive, a data security system for 
the internal archive has been implemented following the 2014 Dissemination Policy 
for Statistics and Delivery of Microdata. Regarding non-accessible datasets, an 
access code is required which is restricted to specific personnel within the INEC. 
Meanwhile, for license holders, an exclusive FTP is sent to the external researcher 
with an encrypted, temporary password that gives the authorized individual one 
week to download the files. Although the license agreement contains specific 
security protocols, it should be noted that compliance is not audited due to the 
INEC’s lack of verifying capacity, thus FTP downloads could be passed onto 
additional parties without INEC authorisation. This is a security challenge that 
the INEC is seeking to improve. Nevertheless, new legislation is strict, imposing 
extensive legal ramifications, including fines, imprisonment, or sanctions, for any 
public or employee infringement of microdata confidentiality (ibid; OECD, 2019).

This is partly in response to a previous incident concerning the National Agriculture 
Survey, when identifiable information was shared with a sponsor, the Central Bank, 
who subsequently contacted data providers. Due to discrepancies between the 
Central Bank and INEC legislations, no further sanctions were taken but this has 
since been amended through the new 2014 data privacy law. INEC notes that they 
have learned from this event and under the new disclosure policy, there has been 
no breach of the security system or instances of nonconformity to privacy laws at 
the time of authoring this report. 
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State of Palestine

Data Dissemination Landscape
Established in 1993, the Palestinian Central Bureau of Statistics (PCBS) is a 
centralized, independent, and transparent body that produces reliable, country-
wide official statistics, which are subsequently used by the Palestinian government 
to formulate policies. The PCBS obtained its legal status as the official data 
collection body after the Palestinian Statistics General Law was passed in 2000. 
All PCBS published data is stored within a secured online repository in English 
and Arabic, making it easily accessible and comprehensive to users fluent in these 
languages.

The PCBS follows a nationally approved Official Statistics Code of Best Practice in 
compliance with the UNSD microdata dissemination best practices (CCSA, 2014). 
This code strengthens the legal, administrative, and financial functioning of the 
repository by outlining tasks carried out by its members (PCBS, 2006). There are 
a total of 258 members in the statistical division. The organizational structure is 
headed by a President, who is aided by two assistants - one for complementary 
purposes and another for statistical programs. There are a total of thirteen 
directorates with each consisting of three to five departments (PCBS, 2022). 
Although PCBS’s wide data dissemination processes involve a sizable proportion of 
staff members, no training is provided specifically for dissemination of statistics.

Nevertheless, information on the process of microdata dissemination, including 
detailed descriptions on the methodology, sampling, and data collection, is 
available in the user’s guide located in the data catalogue system. Further, Palestine 
has made consistent efforts to meet the international standards of microdata 
dissemination by setting up a specialized advisory council, specifically for this 
purpose. It includes government and non-governmental representatives, private 
sector, and academics but is neither part of PCBS nor included in any technical or 
administrative activities.

Legal Framework
In 1995, PCBS adopted its first statistical master plan that has since been 
renewed every four years. Each new plan is updated by conducting a SWOT 
(Strengths, Weakness, Opportunities, Treatment) analysis of the previous plan, 
making necessary changes to employ the best statistical practices and meet the 
evolving needs of national and international users (PCBS, 2009). The General 
Statistics Law No. 4 of 2000 defined the purpose of PCBS as a unified system 
creating comprehensive data to diagnose problems and evaluate progress (PCBS, 
2009). With its introduction, PCBS witnessed improvement in the confidentiality 
of individual records as it required all employees to sign an affidavit certifying the 
privacy of data providers. Additionally, it adopted a policy requiring the removal 
of direct and indirect identifiers from raw data, publishing it as aggregate tables 

(PCBS, 2021). The law attempted to minimize the cost of data collected by 
preventing its recollection and duplication, achieved by ensuring harmony 

between the PCBS and government institutions.



17

The Fundamental Principles of Official Statistics that were adopted by Palestine 
in 2005 revised the guidelines and principles laid in the preamble for data 
dissemination. These stressed the responsibility of statisticians to serve the 
government and public by providing economic, demographic, social, and 
environmental data. In response to this, the PCBS subscribed to the General Data 
Dissemination System (GDDS) of the International Monetary Fund (IMF) in 2006. 
The PCBS dissemination policy focuses on accessibility, relevance, quality, and 
coordination, areas that have been highlighted in the UNSD microdata dissemination 
best practices (CCSA, 2014).

Microdata Accessibility
The adoption of the Creative Commons Attribution License in 2005, specified that 
PCBS views statistical data as a public good and mostly offers it free of charge 
to beneficiaries, without prioritizing or discriminating against any user. It aims 
to maximize reach to beneficiaries and minimize their efforts in accessing data 
through effective dissemination. Although there is no national repository, over time 
Palestine has transitioned from old methods of dissemination, such as paper and 
CDs, to different forms of online dissemination (PCBS, 2014). Whilst this includes 
various data visualization techniques, data is primarily disseminated online through 
the official PCBS website which contains disseminated microdata for 93% of all 
surveys conducted in the last 10 years2. Along with datasets, the website also 
provides a user guide, questionnaire and methodology used to carry out the survey. 
Here, Palestine’s metadata is formatted using the international standards of Dublin 
Core Metadata Initiative (DCMI) and DDI, accessed through the Nesstar Publisher 
application.

The procedure to access microdata begins with the user completing an online 
form at the Division of User Services. In this form, the requesting persons must 
describe the data’s intended use and the research being conducted. Most reasons 
are acceptable as no specific qualifications are required and there have been 
no instances where PCBS has denied access. Data requests are predominantly 
received from national and international organizations or university students 
conducting research. Students need to provide a certificate of registration to prove 
the data is for academic purposes. After submitting, PCBS takes up to three working 
days to process and approve the user’s request. Once accepted, PCBS conducts a 
preliminary check of the user to make sure that the request is legitimate. Further, the 
applicant may be contacted to sign an agreement known as the License Agreement 
for the use of Microdata, stating that data will only be provided for scientific 
purposes. Researchers can also work in the Scientific Research Center (SRC) to 
obtain output, which is provided by PCBS after removing identifiers and other 
confidential data.

All PUFs are disseminated on the PCBS website, and some surveys are also 
available for download on the websites of international organisations like the 
International Labour Organization, Global Health Data Exchange, and the World 
Bank (see Appendix F). However, most of these websites require a mandatory log-in 
to access data, a request that can take up to three business days to be approved. 

Furthermore, because many of these international organisations do not save 
microdata locally on their websites, users are directed to the main PCBS 

webpage. Once the user has fulfilled all requirements, the data can be 
downloaded.

2 Unable to independently verify this through desk research.
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Data Anonymity and Protection
The PCBS respects the confidentiality of users and data providers. Data are 
anonymized by removing certain direct and indirect identification variables. These 
include the first and last name, name of the institution, addresses of residence 
of individual, family, and building number. Some indirect identifiers, such as rare 
scientific majors or institution-specific activities, are deleted and variables are 
recoded. This is done by changing the serial number of the sampling unit, using 
linear transformation of the serial number.

A security system regulates the certification and privacy of microdata. It ensures 
that users are unable to access microdata before signing the license agreement 
and has thus far never faced a breach. However, PCBS has policies set up to tackle 
any dispute or breach of laws. If the user violates the conditions outlined in the 
agreement, both parties seek a tripartite tribunal headed by a mutually accepted 
statistician.



19

United Republic of Tanzania

Data Dissemination Landscape
The National Bureau of Statistics (NBS) was founded under the 1997 Executive 
Agencies Act on March 26th, 1999. The ensuing 2015 Statistics Act established 
NBS as an autonomous public office, mandated to provide official statistics to the 
government and the public. It is the depository for all national statistics conducted 
in Tanzania. The NBS website lists the surveys carried out in Tanzania under the 
publications tab, with household surveys saved under poverty indicator statistics 
and health statistics. Here, the website has links to various databases where pdf 
reports and aggregated data compilations in the form of charts and graphs for 
household surveys are available. In addition, the NBS website is linked to the 
Tanzania National Data Archive (TNADA) database that is the country’s national 
microdata repository. TNADA is hosted externally by the Tanzania e-Government 
Agency which is responsible for hosting all government portals. Overall, the 
distribution and dissemination of official statistics is coordinated by the IT and 
Marketing Department.

Legal Framework
Tanzania has a legal framework that guides the collection and dissemination of 
official statistics. The legal provisions include the Statistics Act of 2015, revised in 
2019 (cited as the Statistics Act CAP 351 R.E 2019), and the data dissemination 
policy. The two documents are readily available to the public and can be viewed or 
downloaded from the NBS website (The United Republic of Tanzania, 2010 & 2019). 
The Statistical Act CAP 351 R.E 2019 stipulates the principles guiding the collection 
and dissemination of statistical information, which should abide by international 
standards. It mandates the NBS to coordinate and supervise the country’s NSS, 
placing it in charge of the production, coordination, and dissemination of official 
statistics, according to the principles stipulated in the African Charter on Statistics 
as adopted from the UNFPNOS (African Union, 2000). As such, the NBS is the 
sole custodian of national official statistics. Furthermore, as part of this act, a 
controversial amendment was passed in 2018, placing criminal liability on anyone 
disseminating statistics that contradicted the official government statistics or failed 
to follow national and international statistical standards. However, the clause was 
removed in the 2019 amendment following contention by human rights activists 
and civil society (Fosci et al, 2019). Nevertheless, Article 33 of the Statistics Act 
CAP 351 R.E 2019 still protects the identity of respondents by anonymisation and 
confidentiality on the part of the data users to whom the statistical records are 
disclosed. This demonstrates the delicate balance countries must strike when 
striving to build data sharing systems whilst also protecting the respondent’s 
confidentiality.
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The pricing and dissemination policy sets out the principles that govern the 
dissemination of official statistics and microdata. Among other principles, it states 
that anonymized microdata will be available for scientific purposes and that data 
produced by NBS is free. However, a data user may be charged a fee if further 
processing of the microdata is required. Additionally, there is limited information on 
the country’s actual practice and progress on microdata dissemination because the 
online repository is largely inaccessible due to the ongoing remodelling.

Microdata Accessibility
In Tanzania, some surveys are more likely to be disseminated than others; for 
example, the National Panel Survey, the Household Budget Survey, and the 
Demographic Health Surveys are commonly requested by users. This is due to their 
regularity; hence it is possible to measure trends in the population over time using 
these surveys. Additionally, these surveys are either fully or partially supported by 
international partners therefore this microdata can also be accessed externally on 
international organisations’ repositories. Where sampling is deemed representative 
of the national population, surveys are disseminated. On the other hand, for 
surveys with small sample sizes or covering a small geographical area, data is 
used internally and not disseminated to the public; however, data users may still 
request access to this microdata through the Statistician-General. NBS states it has 
disseminated microdata for more than 75% of the surveys carried out in the last 10 
years, although there is no way of independently verifying this information.

Microdata is not widely disseminated on the NBS website or the microdata portal 
(TNADA). Currently, microdata is only disseminated for the Household Budget 
Survey 2017-2018, National Panel Survey 2010-2011 & 2012-2013, and Agriculture 
Sample Census Survey 2002-2003, which are formatted as PUFs on the TNADA. 
Nevertheless, this link on the NBS website to the microdata archive is not working 
as NBS is currently restructuring the portal. In this repository, 30 surveys and their 
metadata in the format DDI/XML and JSON have been uploaded but microdata 
for the remainder 27 of these files are not yet available. NBS hopes to complete 
work on the repository by the end of March 2022 so that it is ready for public use. 
Notably, the NBS website includes a comment form embedded in the ‘about us’ 
section where data users can give feedback on accessibility to data and the general 
functioning of the website. This user feedback will be vital in improving the website 
and data availability in the dissemination process.

Once available, Tanzania’s Dissemination and Pricing Policy notes that the 
repository will provide a straightforward procedure for microdata dissemination, 
following the UNSD microdata dissemination best practices by including tiered 
file types, namely PUFs, licensed files, and non-accessible data, with differing 
availability to users. In the meantime, microdata is disseminated upon request 
(CCSA, 2014). Data users can access microdata by contacting the Statistician 
General through the email address available on the website. From here, the 
Statistician General liaises with the IT department and the data release committee 
to release microdata to users who have met the conditions specified in the data 
request form (Dissemination and Pricing Policy, 2010).
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The NBS upholds the principle of appropriate microdata use by requiring users 
to state their intended use of microdata, a requisite even for the PUF. Although 
microdata in Tanzania is mainly used for research, academic purposes and by 
the private sector, no academic qualification is required to access microdata.  
Instead, the NBS ensures equitability by making microdata available impartially and 
simultaneously to all data users, a stipulation of the African Charter of Statistics 
(African Union, 2000). However, access to microdata may still be denied if the 
reason given is for evaluating the ethnicity or religious affiliations of the population. 
Applications are authenticated by either validating the emails or calling the 
institutional contacts provided. This vetting process is not required if the request is 
from another government department.

Tanzania’s microdata is further accessible through external repositories hosted by 
international organizations (see Appendix F). Whilst some external repositories, 
e.g., Food and Agriculture Organization of the United Nations (FAO), redirect you 
to the NBS website to access microdata, others have highly anonymized PUFs 
that are readily available after the user registers and logs in. As part of this, some 
repositories require an application form to be filled out when requesting access to 
licensed data sets.

Data Anonymity and Protection
Microdata is anonymized by removing direct and indirect identifiers. For example, 
local suppression is used to prevent the identification of respondents that are 
outliers in a relatively homogeneous group. To ensure confidentiality, as stipulated in 
Tanzania’s 2017 statistics regulation, Act, the data users’ output is reviewed by the 
Statistician-General or a mandated NBS officer before it is published. NBS does not 
allow the publication of data users’ output that does not meet the requirement of 
data confidentiality. Regarding security, the NBS IT department works in conjunction 
with the government agency responsible for cyber security to ensure the 
repository’s safety. To date, there has never been a breach of the NBS data security 
system, however the microdata dissemination portal (TNADA) has recently crashed 
due to Local Area Network issues of the host, the Tanzania e-Government Agency.
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Vietnam

Data Dissemination Landscape
The General Statistical Office (GSO) of Vietnam was established through decree 
23/CP on March 23rd, 1994. The original mandate for the GSO was to provide 
quantitative information on the socio-economic situation in Vietnam. However, 
the structure used to disseminate data before 2020 resulted in poor coordination 
between government agencies and ministries. With the increased requests for data 
by users such as ministries and agencies, researchers, students, and business 
professionals, the need for improvement in the statistical dissemination has been 
acknowledged by the Vietnamese government. In response to this, Vietnam has 
released a new strategy, the Vietnam Statistical Development Strategy 2021 - 2030, 
vision to 2045 (VSDS), outlining national goals seeking to improve the GSO’s data 
dissemination capabilities. As such, the data dissemination landscape in Vietnam is 
currently being redeveloped.

The Department of Data Collection and IT Application, which is under the purview 
of the General Statistics Office, was formed as a response to the VSDS. In the 
department, there are 130 people with 55 people focusing on data collection and 
data management of 30 surveys each year. Currently, there is no unit that focuses 
on data dissemination; however, the department is hoping to establish one soon. 
Training of the staff regarding data dissemination is non-existent though staff are 
trained in other aspects of data collection. While changes within the department 
have been slow since its inception, the VSDS aims to address the lack of 
infrastructure, regulations, and procedures around the collection, management, and 
dissemination of collected data.

Legal Framework
Since the inception of Vietnam’s GSO in 1994, the legal environment surrounding 
statistics and dissemination has evolved. Following the enactment of Law No. 
89/2015/QH13, Vietnam’s Law on Statistics, which became effective in 2016, there 
have been two subsequent legal documents produced specifically in relation to 
practices surrounding statistical data. Decision No.10/2020/QD-TTg which specifies 
the functions, duties, powers, and organizational structure of the GSO became valid 
in 2020. This legal document focuses on the coordination and sharing of statistical 
information between the GSO, ministries, and line ministries within Vietnam. The 
following year, Decision No. 2014/QĐ-TTg became valid. This decision addresses 
the approval of the VSDS. Furthermore, Vietnam aims to improve the production, 
provision, and dissemination of data through the Fourth Industrial Revolution, 
progressing the quality of human resources, science, and technology through 
innovation and digital transformation. Vietnam’s goal is to achieve the advanced 
level in the ASEAN sub-region by 2030 and aim to have a statistical system as 
modern as other countries in the world by 2045 (VSDS, 2021).
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The legal environment is still being developed. Although there have been no known 
cases of outputs not abiding by Vietnam’s privacy laws, there is no system set 
up to review data users’ output before it becomes public. In addition, there is no 
agreement that outlines responsibilities and repercussions of using and misusing 
data that must be signed by the user when they are provided with data. As of 
2021, there is a renewed focus on creating a robust, synchronous, and timely 
legal environment, with the goal of amending the current Statistics Law as well 
as all related documents to ensure the independence of the proposed centralized 
statistical system (VSDS, 2021).

Microdata Accessibility
At present there is no formal process for requesting and disseminating microdata 
from the GSO. However, requests for data access can be sent by email, by phone, 
or through the GSO website. When requests are sent, a formal letter from the 
person or organization must be included which explains what the data will be used 
for. The request is then reviewed by the ministry holding the data. As the data is 
not centrally stored, if the request is accepted, data is disseminated in the format 
chosen by the ministry that is storing the data. As such, data may be sent in a 
variety of formats including using a USB or downloaded from the ministry website. 
Although there is a process for reviewing and disseminating microdata, there are 
no formal rules and regulations associated with the process of dissemination. As of 
2021, the Department of Data Collection and IT Application has begun collecting 
data from the ministries and saving it to a physical server in their office with the goal 
of centrally storing all survey data. The department has not had the time to check 
to see whether the data they have received is good or not, therefore they are unsure 
if they are currently providing good quality data to the user. This is something 
they are looking to address. When accessing data there is a succession of users. 
Ministries have priority, then those who are in academia, followed by international 
organizations. In addition, the proposed use of data is ranked, with policymaking 
being the priority, followed by research and business.

The GSO website displays a collection of aggregated data, but they are variable 
specific. To access the microdata, a variable must be chosen in addition to the year 
and other specified aspects of the variable (i.e. gender, urban or rural, province). 
The data are then presented in a table format that does not support downloading 
the data or copying the table. Nevertheless, outside of the GSO, there are other 
organizations that allow the downloading of specific surveys (see Appendix F). 
However, these organizations only post surveys conducted within their related 
sector and there are a limited number of surveys available. It is important to 
note that the VSDS specifies a dissemination strategy that closely aligns with 
the Dissemination of Official Statistics chapter in the most current version of The 
Handbook on Management and Organization of National Statistical Systems (2021). 
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Data Anonymity and Protection
Before the dissemination of data, the GSO follows Statistical Disclosure Control 
techniques for anonymising microdata files. A common technique used by the GSO 
to anonymize data is non-perturbing-masking, where identifiable variables, such 
as name and address, are removed from the data (Dupriez & Boyko, 2010). For 
surveys requested by companies that includes enterprise data, tax codes are also 
removed. Currently, indirect identifiers such as birthdates and postal codes are not 
removed, and respondent characteristics are not re-coded. In addition, the practice 
of adding some level of “noise” to the data is not used. In the interview the need for 
an improvement in cleaning data before dissemination was acknowledged.

In terms of data protection, the currently the data is stored either on a server in the 
Department of Data Collection and IT Application or by the associated ministry. 
As mentioned previously, the department is still receiving microdata files from 
ministries and aim to have a complete collection of all surveys on the sever located 
in the Data Collection and IT Application Department. The server is and will only be 
used for storage, not dissemination purposes. Within the last few years, the GSO 
has invested in a security system (it has not been clarified whether this is a physical 
or technical system), however this is only valid for the next two years. Nevertheless, 
a request to reinforce and improve the present security system has been accepted 
by the government. Due to the goal of centralizing the data dissemination system 
and providing web-based access to data, the GSO recognizes that additional 
security measures will be required.
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Discussion

Microdata dissemination has become increasingly important as more countries 
are trying to disseminate data for policymaking and research purposes. The four 
countries in our report have employed practices to disseminate substantial amounts 
of data, with the goal of ensuring confidentiality and anonymity. As discussed 
previously, in 2014 the UNSD created a document outlining best practices for 
microdata dissemination (CCSA, 2014). Within the document, two collections of 
best practices were highlighted, key principles and organizational best practices as 
well as technical standards and best practice, which were influenced by the 2007 
Organization for Economic Co-operation and Development (OECD) Principles and 
Guidelines for Access to Research Data from Public Funding (referred to as OECD 
Principles and Guidelines) (ibid). Along with these best practices, further guidelines 
and principles have been produced by multiple organizations, including Open Data 
Charter (ODC), Open Data Inventory (ODIN), UN General Assembly (UNGA), Open 
Data Barometer (ODB) and the International Household Survey Network (IHSN). 
For example, the ODIN measures a country’s dissemination practices with respect 
to the international standards of openness as well as provides guidelines for 
countries to follow. As of 2020, Palestine had a score of 72 followed by Costa Rica 
at 58, whilst Tanzania and Vietnam had scores of 56 and 49 respectively (ODIN, 
2020). These reports recommend practices to support lower risks of microdata 
dissemination and ensure technical, legal, and ethical issues are properly addressed 
(ibid). Through this research it has become clear that there are discrepancies 
between these recommended practices and the current technical and organizational 
practices of NSO’s.

Although all four countries are at various stages, commonalities exist regarding 
the challenges the NSOs face, highlighted in the following four themes:  funding, 
capacity to monitor use, microdata accessibility, and capacity and resources to train 
staff. While looking for guidance as to how countries are supposed to address these 
issues, many of the guidelines and reports provide vague explanations or reactive 
solutions. 

Microdata Dissemination an Evolving Data Ecosystem
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Unfortunately, NSOs in many countries continue to remain underfunded (UNDESA, 
2021). While the UN recommends that the annual budget allocation for NSOs be 
within the normal confines of the original government budget proposal or request, 
this is not always the case (2021). Many NSOs in LMICs rely on funding from 
donors and organizations to maintain essential parts of their operation. Albeit 
useful, this is not a long-term solution. Firstly, external financing in fringes on the 
control of NSOs with regards to their operations, compromising the design and 
implementation of a statistical program reflective of national priorities (UNDESA, 
2021). Secondly, data infrastructure and digital operations require continual updates 
to maintain and enhance statistical capacity-building. In other words, sustaining 
a dissemination system that mirrors a best practice approach requires dedicated 
budgetary planning and continued funding - an ongoing challenge for three of these 
NSOs (CCSA, 2014). Vietnam and Tanzania are currently experiencing financial 
constraints as they try to advance their data dissemination practices, whilst Costa 
Rica has previously tried to address the issue of a decreasing budget.

As mentioned earlier, Vietnam is undergoing a major transition within the GSO. In 
addition to meeting the increased need for accessible data, they are consolidating 
and streamlining dissemination practices. However, budgetary restraint is hindering 
progress and the ability to revitalize data dissemination. The continuation of the 
daily running of the GSO, alongside the creation of a new data dissemination 
platform and the analyzing, cleaning, and anonymisation of 30 surveys yearly, 
demands increased funding to effectively perform and achieve best practice. 
Whilst these aims are positive, the process of achieving them is slowed because of 
financial constraints.

In Tanzania, according to the Statistics Act No.8 of 2018 s.21, the NBS budget 
should consist of: funds appropriated by Parliament; revenue from NBS products 
and services; sums that are borrowed, received, or made available to the NBS, as 
well as donations, grants, and bequests. However, financial constraints still exist, 
resulting in a lack of adequate microdata dissemination. For Costa Rica, Law No. 
9694 ensures sustainable financing of the INEC’s production and dissemination of 
statistics through funds from the annual government budget, along with an annual 
transfer from the Central Bank of Costa Rica and revenue from INEC products 
and services. Although Costa Rica has consistent funding and comprehensive 
dissemination practices in place, additional funds are still needed for: the 
development of new statistical strategies; statistical production and dissemination 
strengthening to ensure long-term sustainability, and the coordination of statistical 
activities within the NSS (OECD, 2019).

When looking through the available guidelines, mentions of funding and financial 
resources are limited. Whilst implementing technical best practices has a financial 
burden on NSOs, the CCSA (2014) argues that these financial challenges can be 
significantly reduced by adopting common tools and international guidelines. In the 
UNSD (2014) best practices, funding is only mentioned regarding entities outside of 
the government, or that maintaining advised practices requires budgetary planning 
and funding. The UNFPOS (2014) does not mention funding outside of Principle 

Five, which dis- cusses data sources. The OECD Principles and Guidelines 
also note the cost of data dissemination, specifying that dedicated 

budgeting and financial support are required but do not go into further 
depth as to how to achieve this (2007). 

Funding
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A common observation is that countries are experiencing difficulties monitoring the 
use of data by beneficiaries requesting access. This is an area they are all seeking to 
improve, although at the time of this report, Costa Rica is the only country to have 
experienced a confidentiality breach. Following this incident, Costa Rica amended 
its microdata dissemination policy, however there is still room for improvement. 
For example, any citizen can create an account through the INEC website using a 
valid email address with no further identification required. In addition, while users 
must provide a general description of purpose and data use, requests are not 
authenticated by the INEC and the user’s output is not reviewed. In Vietnam, data 
is disseminated through individual platforms or using a USB when the requested 
data is not available through an online platform. Once provided, there is no follow-
up required, nor any pre-approval before the output is published. Additionally, users 
are not required to sign a legal document committing to appropriate data use and 
the acknowledgement that they must abide by Vietnams’ 2003 Statistics Law. As 
Vietnam continues to work towards an online platform holding all ministries data, 
they are likely to face similar issues as Costa Rica. Due to the limitations on data 
dissemination monitoring, these NSO’s do not have the abilities to reassure the 
absence of re-identification.

In comparison, Tanzania and Palestine have a system that allows them to check 
the documents before they are published. PCBS has what is referred to as a 
‘monitoring statistical system’ which is used to monitor, document, and follow-up 
on the assessment and evaluation of issues in the country (PCBS, 2017). The NBS 
in Tanzania is mandated by the Statistics Act CAP 351 R.E 2019 to control the 
quality and dissemination of information. Additionally, Tanzania’s 2017 Statistics Act 
Regulations specify that any statistical information obtained by the requesting party 
must be authorized by the Bureau before publishing or communicating, ensuring 
that the data meets the laid principles (The Statistics Act Regulations, 2017).

According to Principle Six of the UNFPOS (2014), data is to be used strictly for 
statistical purposes. In addition, Principle Four highlights that statistical agencies 
are to comment on any misuse or un-founded claims regarding provided data (ibid). 
However, this is difficult when countries do not have the capacity to monitor use. 
While the IHSN does discuss the misuse of data, the recommendations provided 
include the signing of a user-agreement that will allow for legal actions to be taken if 
a breach occurs (Dupriez & Boy ko, 2010). IHSN also refers to the OECD Principles 
and Guidelines, aligning data use under the transparency, legal conformity, and 
formal responsibility principles (2007). While making sure legal action will occur 

if a breach happens or data is misused, it is a reactive solution. There are no 
guidelines or suggestions that support proactive responses to prevent the 

publishing of incorrect data or data misuse. 

From the documents reviewed, the IHSN is the most informative (Dupriez & 
Boyko, 2010). A chapter is dedicated to the discussion of the costs and risks 
of disseminating data and how best to address this (ibid). While informative, 
it suggests accepting additional funding from outside sources to meet needs, 
however this may result in loss of control over data.

Capacity to Monitor Use
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According to the UN (2021) Handbook on Management and Organization of 
National Statistical Systems, the most important dissemination tool is the data 
portal. A data portal is a web-based platform that supports interactive data and 
metadata dissemination. It can include multiple databases that model-specific 
data types, allowing for a succinct way to present data according to its type, i.e. 
microdata, macro data or geospatial data, making these datasets open, machine 
readable, free to use, readily available, and updated, in accordance with the 
ODB (2018) suggestions. While a platform of this nature is the goal for many 
countries, it may be an unrealistic or difficult achievement due to budgetary, legal, 
and personnel constraints. All countries in this report acknowledged the need 
for an accessible microdata dissemination platform, however not all countries 
have achieved it. Regarding dissemination of data, the IHSN guidelines suggest 
segregating data into PUFs, licensed files, and non- accessible data. However, it 
contrasts with the guidelines found in the ODC (2018) that emphasizes unrestricted 
licenses under Principle Three. Yet, the UNFPOS (2014) specifies that open 
data should not be equated with unrestricted data. In this regard, tiered data 
accessibility is hindered due to the lack of clarity and consensus concerning this 
aspect, complicating the comparison between NSOs prevailing practices with 
these inconsistent recommendations. Hence, questioning the simplicity of the 
ODIN openness scores mentioned previously.

Currently, Vietnam does not have an online repository. Before the VSDS, data 
was disseminated by the ministry or provincial statistical office that organized, 
implemented, or funded the survey. Although the GSO facilitates the dissemination 
of data, there is no streamlined approach resulting in a convoluted process for 
dissemination. In addition, practices do not follow any rules or official guidelines 
and the GSO relies on a letter of intent to determine whether they will release data 
to the requested party. To advance the accessibility of microdata dissemination, in 
2021 the VSDS provided new actionable goals in alignment with the progressing 
consolidation and the creation of a data portal which is currently underway. With 
the anticipated release of this database being within 2022, Vietnam hopes to meet 
the needs of the increasing demand for accessible data. However, Vietnam is in the 
process of determining the best way of presenting data sets whilst protecting the 
data within the new portal and is looking for additional insight into this matter.

Tanzania is also undergoing remodelling of its online microdata repository. 
While the country has very few data requests, it hopes an accessible microdata 
repository will increase user’s awareness of existing statistical data documentation. 
In Tanzania, access is made available in order of importance by the requesting 
party, from ministries to academia to international organizations. The NBS did 
reference plans of segregating data into PUFs, licensed files and non-accessible 
data, in line with the IHSN (2010) guidelines, to maintain anonymity of data, yet this 
cannot be confirmed until the remodelled repository is launched. Instead, there 
are various links on the NBS website that redirect users to specific databases. 
Each database provides the data in different formats with some including quick 
statistics for various surveys in the form of graphs, maps, tables, and charts. For 
the Tanzania Socio- Economic Database (TSED), an accompanying application 

has been created and is accessible on android and iOS devices. Although the 
application supports easy access to aggregated data, it does not allow for 

the dissemination of microdata. However, Tanzania may develop the 
application further to expand microdata accessibility in the future.

Microdata Accessibility
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Members of PCBS stated that Palestine has disseminated approximately 95% of its 
data within the last 10 years. While it is easy to download surveys from the website, 
to access microdata a request must be sent through the website. Once accepted, a 
link is provided to allow the user to download the disseminated data, all of which is 
anonymized. Even though substantial amounts of Palestine’s microdata are accessible, 
it aims to increase the availability and accessibility of statistics further as stated in 
sub-objective 1.2 of the 2018-2022 National Strategy for the Development of Official 
Statistics (NSDS).

Out of the four countries, Costa Rica has the most user-friendly, readily available, and 
accessible database. As a point of comparison, Costa Rica has followed the UNSD 
guidelines by providing an accessible online repository with tiered microdata disclosure 
respecting confidentiality. However, the ODB (2018) indicates that Costa Rica has 
not made much improvement with respect to open data accessibility since it signed 
the G-20 Anti-Corruption Open Data Principles. Thus, despite complying with best 
practices, all countries have further scope for improvement.

With an increase in the sophistication of data use, keeping staff up to date with 
improved anonymization techniques, dissemination guidelines, and the evolving legal 
environment through capacity training is important. However, such training is expensive 
and with limited budgets, training is repeatedly neglected. Unfortunately, some 
countries do not provide PUFs as they lack the capacity for thorough anonymization 
(Winkler, 1998; UNDESA, 2021). The challenge of capacity and resource training for 
staff is recognised by all countries in this report as an area that needs improvement.

Firstly, Tanzania discussed that the NBS faces challenges in making microdata 
available to the public due to knowledge gaps among staff. Here training surrounding 
how to package data and how to remove identifiers has been identified as an area 
that is lacking and where training would be beneficial. Nevertheless, resources are 
available, and staff are encouraged to participate in capacity building training that is 
held internally or in collaboration with other organizations. For example, staff at the 
NBS can apply online to attend an eight-day STATA course tailored to their level of 
understanding, however this only occurs if the budget allows.

As Vietnam is currently undergoing infrastructure restructuring and consolidation of 
its dissemination practices, its focus is on the creation of a usable and accessible 
data portal as well as the provision of good data. Vietnam does not have any 
formal training for staff regarding microdata dissemination practices. The staff are 
currently provided training in the collection of data and other data related practices. 
Although Vietnam acknowledged that the goal is to provide further training focusing 
on data dissemination best practices, it is currently not a top priority. In Palestine, 
the PCBS does not provide training to their staff; even though, in the NSDS there is 
mention of using training programs to support the processing of statistical data from 
administrative records. Additionally, the NSDS highlights the provision of training 

courses for statistical staff within the NSS as an important activity to support the 
sub-objective of an improved work environment. However, there was no clear 

answer as to when the training will be implemented.

Capacity and Resources to Train Staff
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Similarly, Costa Rica does not currently provide formal training on microdata 
dissemination. Based on amended 2019 law, there is a general policy and online 
guidelines on how to disseminate data, yet there is no policy to support the training of 
INEC staff. Upon hiring, individuals are informed about these guidelines and their duty 
regarding the confidentiality of personal information; however, based on Law No. 7839, 
INEC staff are not required to sign formal confidentiality agreements and there is no 
training to accompany this information (OECD, 2019).

In the list of organizational best practices, points regarding the quality of data, data 
security, and the legal environment surrounding data dissemination are unlikely to 
be properly met when training of staff does not occur (CCSA, 2014). It is specified 
in the UNSD best practices that the onus is on data managers and data collection 
organizations to make sure explicit quality standards are followed (ibid). However, 
without continuous and reliable training for staff there is no confirmation that the staff 
are consistent in their practice. For security, the focus is on the use of techniques 
and instruments to guarantee the integrity of data; therefore, without training on 
current best practices, it is difficult to guarantee secure data. A similar scenario is 
evident for legal frameworks and the best practices surrounding access to, and the 
dissemination of, data. Additionally, data anonymization techniques have become 
increasingly important and difficult due to the availability of geospatial information and 
data integration (Croft et al., 2021). Without training to ensure proper compliance with 
evolving practices regarding data anonymization, the data may be identifiable. While 
IHSN mentions that producing good metadata can assist in training new staff, training 
new users in the use of microdata files is the focus (Dupriez & Boyko, 2010). Otherwise, 
training of NSO staff is not mentioned in any of the reviewed guidelines or reports.
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Conclusion

Wide sharing of microdata is the most effective way of leveraging microdata’s 
analytical potential and maximizing the return on investment in household surveys. 
This report explores the state of microdata dissemination for household surveys 
across four countries to compare the prevailing practices with the recommended 
practices. The report further explores emerging challenges, opportunities for future 
development, and areas where supporting NSOs with microdata dissemination is 
needed. Generally, the countries have legislative policies that guide the collection 
and dissemination of national statistics and microdata, although the degree of 
execution varies. Nevertheless, these laws and policies have been amended over 
the years to reflect the UNFPOS (2014). These amendments demonstrate countries’ 
commitment to improving the quality of official statistics and the standardization of 
their microdata dissemination procedures. All countries are disseminating microdata 
but at various levels. Whilst Costa Rica and Palestine have information available 
on their online microdata repositories, Vietnam and Tanzania are currently in the 
process of developing a functional and accessible online repository for widespread 
microdata dissemination. Despite this variation, all countries are conscious of 
data anonymization and protection, with no breaches in data security systems 
and confidentiality agreements being reported since the enforcement of effective 
legislation.

Respectable microdata dissemination involves the accessible provision of data 
and its related documentation with conditions attached outlining how the data can 
be used (Dupriez et al, 2010). Yet, despite the availability of manuals, handbooks, 
and policies with fundamental principles, technical standards, and best practices 
for disseminating microdata, the four countries still face various challenges in 
effectively implementing them. This report identified the following challenges:

1.	 Funding: Underfunding of NSOs by the national budget and 
overreliance on inconsistent and unreliable external funding.

2.	 Monitoring Use: Limited scope in monitoring microdata uses once it 
is disseminated.

3.	 Accessibility: Some countries lack online microdata repositories 
while others have repositories that are not fully functional. Access to 
microdata for such countries is constrained to making requests to the 
NSOs via email that may be time-consuming; and 

4.	 Training: Limited capacity and resources to train staff on microdata 
anonymisation and dissemination.
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Recommendations

To address the challenges outlined above, we propose recommendations to 
increase collaboration, technical support, funding, and user feedback as well as 
measures to ensure confidentiality through the standardization of procedures 
reviewing data user’s output.

Collaboration is required between 
development partners and 
countries to enhance training 
and benchmarking for NSOs, as 
well as the sharing of knowledge 
on microdata anonymisation, 
packaging, dissemination and any 
additional technical techniques.  

Countries require low-cost options for 
data portals. In addition, highlight the 
cost-effectiveness of abiding by the 
best practices guidelines in a tangible 
format to encourage compliance and 
to encourace governments and other 
development partners to invest in 
NSOs.

Interagency coordination to 
produce an abridged version 
of microdata dissemination 
guidelines that are universally 
consistent in regard to 
the security, access, legal 
frameworks, and the technical 
aspect of dissemination to provide 
a streamlined and cohesive 
approach for countries.

The development or increasing the 
ability to access user-friendly data 
portals that are embedded with 
microdata request forms and metadata 
download functions to guarantee 
ease of access, as is the case with 
international organization’s repositories

Standardization of dissemination 
guidelines and best practice 
recommendations regarding how to 
monitor data users’ output to promote 
confidentiality and appropriate use of 
provided data. 

Technical Support​

Training

Consistent Guidelines​ 

Funding​

Data Security​

Capacity Building Resources
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Appendix
Appendix A: Terms of Reference

Taskforce for household survey microdata dissemination May 2020

1.Rationale
Data collected through censuses, surveys, administrative systems, and other sources form the 
foundation of official statistics, and are an invaluable input to research and decision making. These 
data are commonly referred to as microdata, defined as unit-level information on people or entities 
(such as individuals, households, business enterprises, farms, or even geographic areas). They are 
aggregated and analyzed to generate national estimates by official statisticians and analyzed by 
researchers and policy analysts to gain scientific insights which can be translated into policy.

The power of microdata stems from its granularity. Because microdata contain unit-level 
information, they facilitate the investigation of the unique ways a certain phenomenon may affect 
different groups or sub- populations. Microdata can be costly to collect, and microdata files often 
contain many variables, more than any single organization can fully exploit. An effective way to 
maximize the return on investment and fully leverage microdata’s analytical potential is to share 
them widely. The role of governments in promoting the wider use of microdata has become 
increasingly important, and many initiatives have been implemented with not only the goal of 
maximizing potential uses, but also in the interest of transparency and openness.

Over the past two decades, a consensus has formed that data, particularly data produced by 
public bodies, should be openly and freely available1. This is in keeping with principle 1 of the 
Fundamental Principles of Official Statistics (FPOS), which says, in part, “[O]fficial statistics that 
meet the test of practical utility are to be compiled and made available on an impartial basis by 
official statistical agencies to honour citizens’ entitlement to public information.” Several indexes 
have been created to measure the openness of government datasets2 However, these datasets 
largely consist of aggregate indicators. Microdata, which often contain identifiable information of 
individuals or other entities, are governed by principle 6, which says, “Individual data collected by 
statistical agencies for statistical compilation, whether they refer to natural or legal persons, are 
to be strictly confidential and used exclusively for statistical purposes.”3 This places limitations on 
what the data can be used for and who can use it. The dissemination of microdata requires careful 
attention to the disclosure of confidential information.

The World Bank, the International Household Survey Network (IHSN), UNECE, and other 
organizations have published best practice guidelines, handbooks, and software tools to assist 
organizations in disseminating microdata. Additionally, a previous report on Standards and best 
practices for survey data documentation was produced for the CCSA4 in 2014. These documents 
identify the key principles, technical standards, and best practices for disseminating microdata. 
They have paved the way for international organizations and national statistical offices to develop 
microdata dissemination policies.

1 For example, the International Open Data Charter (https://opendatacharter.net/principles/)
2 For example, the Open Data Inventory (http://odin.opendatawatch.com/) and the Open Data Barom- eter 
(https://opendatabarometer.org/).
3    https://unstats.un.org/unsd/dnss/gp/fundprinciples.aspx 
4 https://unstats.un.org/unsd/accsub-public/microdata.pdf
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Despite the availability of these manuals and tools, many countries still do not disseminate 
microdata, and those that do don’t always follow the recommendations. Furthermore, in recent 
years, the data ecosystem has changed dramatically. To improve timeliness and fill gaps between 
survey rounds, National statistical offices are increasingly looking to take advantage of new 
sources of data, such as remote sensing, devices that make up Internet of Things (IoT), and social 
networks. These new data sources are seen as possible cost- effective complements to sample 
surveys. New or higher frequency data may fill gaps which surveys are unable to fill quickly 
enough while at the same time surveys may provide ground truthing (and quality checks) for these 
new sources of data. From a privacy and quality perspective many of these new data sources 
provide additional challenges for microdata dissemination. For example, geo referenced data 
retained in microdata are needed to link with remote sensed data, which may breach respondents’ 
confidentiality. Additionally, as more and more new data sources become publicly available the 
ability to link data and identify individuals may increase substantially. It follows that new practices 
of integrating new data sources with microdata will require some changes in data management and 
dissemination practices.

In this context, the task force aims to provide an overview of the state of the art in terms of 
microdata dissemination in countries comparing the prevailing practices with the recommended 
practices. Such a review will be carried out in a number of countries that are selected to represent 
those in different levels of statisti- cal development and in different geographical regions. 
Furthermore, due the changing data ecosystem, emerging challenges will be identified in order to 
set an agenda for future research and international efforts to promote microdata dissemination.

2.Proposed output(s)
The task force will result in a technical report consisting of four chapters. The report will follow the 
structure below:

Chapter 1: Introduction: Microdata dissemination in the era of Open Data – This chapter will 
provide the reader the context and motivation of the report. An introduction on the use and value 
of microdata, a brief history of international efforts to promote microdata dissemination, and a 
description of open data principles will motivate Chapter 2. A description of the changing data 
ecosystem and potential impacts on microdata dissemination and use will motivate Chapter 3.

Chapter 2: State of the art of microdata dissemination – The objective of this chapter is to 
provide an overall picture on the availability of microdata, and compare the prevailing practices in 
a set of countries varying in geography and statistical capacity with recommended practices. The 
group will leverage information already obtained by the World Bank, Open Data Watch, and FAO to 
estimate the availability of microdata across countries and statistical domains. To provide examples 
of current practice, a group of countries will be selected, as much as possible, representing those 
in different levels of statistical development and in different geographical regions. Comparisons will 
be made of their current practices and best practices defined in international manuals across the 
following aspects:

1.	 Enabling legal framework, licensing, and terms of use
2.	 Quality of metadata, assessed by their accuracy, completeness, and adherence 

to recognized standards such as the Data Documentation Initiative (DDI)
3.	 An assessment of statistical disclosure control (SDC) policies developed by 

NSO’s (including methods applied, if publicly disclosed) as well as well the 
presence of well composed legislation around SDC of microdata.

4.	 Availability and accessibility of microdata (How countries choose which 
datasets to dissemimate, as well as IT, legal, and other constraints)



38

Whenever applicable to any of the items listed above, good practices of international agencies in 
disseminating survey microdata will also be discussed.

Chapter 3: Microdata dissemination in an evolving data ecosystem – The objective of this 
chapter is to identify new challenges and gaps in the existing manuals on microdata dissemination, 
and point to the way forward for the international statistical community to focus on. These can be 
organized based on the aspects analyzed in Chapter 2.
For example:

•	 Enabling legal frameworks: An analysis based on a review of a few key data 
privacy legislations. For example, using the GDPR as an example of how privacy 
legislation impacts microdata dissemination in Europe.

•	 Quality of metadata: Enabling data interoperability through detailed standards-
based metadata.

•	 Statistical disclosure control: Additional SDC considerations presented by 
alternative data sources

•	 Availability and accessibility: Exploring the feasibility of trusted repositories, 
remote access and virtual enclaves in low- and middle-income countries as a 
means of overcoming barriers to microdata dis- semination. This includes an 
assessment of sustainable funding, technical requirements, legal requirements.

Chapter 4: Conclusion (summary) – The objective of this chapter is to summarize (a) current 
status of microdata dissemination, highlighting issues and challenges faced; (b) recommendations 
on various approach- es and tools that work for countries at different capacities; and (c) areas for 
future work.
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Appendix B: Information Sheet
Taskforce For Household Survey Microdata Dissemination

Researchers: Christine Imali, Mahima Chaudhari, Lindsay Caird and Emily Campbell-Harry
MSc Students in the International Development Department at the LSE

Information for participants
Thank you for considering participating in this study which will take place from 1st November 
2021 – 25th March 2022. This information sheet outlines the purpose of the study and provides a 
description of your involvement and rights as a participant if you agree to take part. 

1. What is the research about?
This research will be conducted as part of an external postgraduate consultancy project for the 
Inter-Secretariat Working Group on Household Surveys (ISWGHS) in the United Nations Statistics 
Division (UNSD). The goal of the research is to better understand the current practices, challenges 
countries face when disseminating household survey microdata. The research findings will be 
produced by us (the LSE postgraduate consultancy team) and published by the UNSD as part of a 
wider research project with the goal of supporting country offices in disseminating microdata more 
efficiently and securely.

2. Do I have to take part?
It is up to you to decide whether to take part. You do not have to take part if you do not want to. If 
you do decide to take part, we will ask you to sign a consent form that you can sign and return in 
advance of the interview or at the interview. 

3. What will my involvement be?
You will be asked to take part in an interview about your experience and knowledge of the process 
by which household survey microdata is disseminated in your country. Additionally, the interview/
questionnaire may cover why or why not household survey microdata is disseminated, the security 
measures involved in sharing the data and other questions that align with the research topic. The 
interviews should take approximately 60 to 90 minutes.

4. How do I withdraw from the study?
You can withdraw from the study at any point until 5th February 2022, without having to give a 
reason. If any questions during the interview or in the questionnaire make you feel uncomfortable, 
you do not have to answer them. Withdrawing from the study will have no effect on you. If you 
withdraw from the study, I will not retain the information you have given thus far, unless you are 
happy for me to do so. 

5. What will my information be used for? 
We will use the collected information for research publication focusing on the dissemination of 
household survey data by country. Your information will be used by the LSE research students 
named above for research purposes and the creation of the report. The data may be used by the 
United Nations Statistical Division.

6. Will my taking part and my data be kept confidential? Will it be anonymised?
The records from this study will be kept as confidential as possible. Your name and personal 
information will not be used in any reports or publications resulting from the study without your 
consent. The name of the country you are representing will be mentioned in the final report. The 
digital files and transcripts of the interviews will be retained by the United Nations Statistics 

Division for the duration of the study and protected in accordance with United Nations policies 
on confidential information.
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Limits to confidentiality: Confidentiality will be maintained as far as it is possible unless you tell us 
something which implies that you or someone you mention might be in significant danger of harm and 
unable to act for themselves; in this case, we may have to inform the relevant agencies of this, but we 
would discuss this with you first.

7. Who has reviewed this study?
This study has undergone an ethics review in accordance with the LSE Research Ethics Policy and 
Procedure.

8. Data Protection Privacy Notice
The LSE Research Privacy Policy can be found at: 
https://info.lse.ac.uk/staff/divisions/Secretarys-Division/Assets/Documents/Information-Records-
Management/Privacy-Notice-for-Research-v1.2.pdf?from_serp=1 

The legal basis used to process your personal data will be a Public task. The legal basis used to process 
special category personal data (e.g. data that reveals the racial or ethnic origin, political opinions, religious 
or philosophical beliefs, trade union membership, health, sex life or sexual orientation, genetic or biometric 
data) will be for scientific and historical research or statistical purposes.

To request a copy of the data held about you please contact glpd.info.rights@lse.ac.uk 

9. What if I have a question or complaint?
If you have any questions regarding this study please contact the researcher, Mahima Chaudhari, on 
M.Chaudhari1@lse.ac.uk.

If you have any concerns or complaints regarding the conduct of this research, please contact the LSE 
Research Governance Manager via research.ethics@lse.ac.uk. 

If you are happy to take part in this study, please sign the consent sheet attached/below. 
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Appendix C: Consent Form
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Appendix D: Interview Questions
Microdata Dissemination Interview Questions
Interview questions have been organized under the Five Safes, which is a framework used 
to make decisions about how to use data that is confidential or sensitive. Each of the 
Safes covered below provides a brief outline of the information we are trying to extract. 

Date of interview:
Respondent’s name:
Respondent’s department: 
Respondent’s position:
Years in current position:
Respondent’s email address (for possible follow-up):

Safe Project – This section is about the considerations undertaken by NSO when 
releasing the data to the user. Does it inquire as to what specifically the data will be used 
for? Are legal, moral, and ethical considerations taken into account when reviewing an 
application for data release?
•	 Do you require a formal letter from a research institution or an organization the 

researcher is representing as a requirement to access the data?
•	 How do you authenticate the validity of a user’s request?
•	 Do you require information about the intended use of the microdata? If so, what are 

the primary reasons for requesting access?
•	 Have you ever denied a request to access data due to the reason provided for its 

usage? If yes, please provide an example?

Safe People – This section assesses the degree to which the NSO is aware of the type 
of people that microdata is made available to. Are there any identifiers in potential users’ 
background information that makes them a security risk? Does the NSO collect new 
data types based on the changing patterns of users’ needs? Is an assessment done to 
know what kind of data people require, which reinforces the NSO’s decision on the data it 
needs to be collecting?  
•	 Who are the potential users?
•	 Is the microdata available to the general public or only to qualified individuals?
•	 What are the qualifications required to access microdata?
•	 Do users go through a tutorial explaining how to use and store the data?
•	 Do users sign an affidavit or any legal documents before accessing data?
•	 Are there any legal ramifications for users who breach the data use agreement? If yes, 

what is it?

Safe Data – This section considers the safety and confidentiality of the data provider. 
What are the potentials for their identification within the data? Is a data user able to 
identify the provider through information in the data?
•	 Are all microdata files available for dissemination?
•	 How are the microdata documented (metadata)?
•	  How are the microdata anonymized? 
     a. Which direct identifiers are removed (e.g., name and address)?
     b. Are direct, but unrecognizable identifiers (e.g., social security number) removed?
     c. Are indirect identifiers removed (e.g., birthdates, postal code)?

•	 Are respondent characteristics recoded to prevent identification (e.g., age, income, 
education level)? What types of recoding are employed?

•	 What other steps are taken to anonymize data and prevent reidentification? 
•	 Are certain types of surveys more likely to be disseminated than others?

Are there files that are considered for public use? Are there some files that are licensed 
and available for restricted usage?
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Safe Setting – This section is about how data is accessed. What are the practical controls 
and channels available for accessing data? 
•	 Is there a national archive or repository of government microdata? 
     a. What is its name and address?
     b. Can users access the microdata in the national repository remotely?
     c. If no national repository, how are microdata disseminated?
•	 Are all microdata disseminated through the national repository or are some only 

available from international organizations? 
•	 What is the policy for deciding whether to disseminate microdata domestically or 

through international organizations?
•	 What proportion of all surveys conducted in the last 10 years have been disseminated 

as microdata online?
•	  If survey microdata is not disseminated online, what are the reasons (technical, 

financial, legal, or others?)
•	 Do you have a data security system?
•	 Have you had any breaches in your security system? If yes, how was the breach 

managed?

Safe Outputs – This section is about safety systems in place to ensure that the data user 
follows the guidelines, and the output does not jeopardize data providers’ privacy.
•	 Is there a system set up to review data user’s output before it becomes public?
•	 Have there been instances where the output did not conform to privacy laws?
     a. If yes, what was the outcome, and how was the matter handled?
•	 Has there been any action taken by a data provider against the NSO or a data user 

because of information that became publicly available and revealed their identity?
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Appendix E: Desk Research Outline
Microdata dissemination - Desk research

A list of NSOs with online microdata repositories ((Costa Rica appears to be the only 
country with an online presence that is functioning. Vietnam looks like it wants to start but 
is yet to populate. Tanzania says it does, but none of the links are working. Nothing for 
Mongolia. Palestine does not have an online presence, but I have attached the copy of 
a data release form I was asked to fill when I made an inquiry), out of the selected 5 will 
be made available. For those, with an online repository that is government or third-party 
sponsored:

•	 Where is it located? (Website name, URL)
•	 Who maintains it? (Name of government ministry/agency/department or third-party )
•	 What are its contents?
•	 Number and type of surveys
•	 Time period covered (date of surveys and date of posting to repository)
•	 Does the repository provide access to survey metadata (e.g. period data was 

collected, survey or administrative data, PAPI or CAPI etc)? If so, what is provided? 
In what format (e.g. Data Documentation Initiative (DDI); Dublin Core Metadata 
Specification (DCMI))?

•	 Are there microdata from other sources (census or administrative records) also stored 
in the repository? If so, what are they and where do they come from?

•	 Does the repository provide access to the microdata? If so, under what conditions? 
(Note different access conditions may apply to different surveys.)

•	 If it is possible to download microdata, what formats (ASCII, SQL) are provided?
•	 Is the microdata saved locally or is it available through a third-party website?
•	 Is there any information on how the surveys have been used?
•	 Is there information on the number of times the metadata for the survey have been 

viewed?
•	 Is there information on the number of times the microdata files have been 

downloaded?
•	 Look on the website of the survey sponsor for additional information on the purpose of 

the survey and its use

General observations on the ease of use of the repository:
•	 Was the repository and its user interface easy to use? How many steps did it take to 

get to the microdata from the ‘Homepage’?
•	 Did the download function work?
•	 Was the website reliably available?

There may be more than one repository – if so, collect the same information for each one.

If the country does not have an online repository, it will be necessary to look for evidence 
of surveys that have been conducted over the last 10 years. This may be done by looking 
for published indicators and then seeking metadata that describe their sources. There 
may be information about survey programs posted on the nation- al statistics office 
website or on ministry (usually planning or economic) websites. We can also provide a list 
of national surveys mentioned in international databases (such as IHSN/ILO/FAO/UNICEF 
MICS/Global Health Data Xchange); look for information about these surveys on official 
national websites. This search can also include countries with repositories.

•	 What household surveys have been carried out in the last ten years by official agencies 
of the national government?

Record name of survey and purpose and year or years conducted.
Who (ministry, agency, department) sponsored the survey?

Are metadata describing the survey available?
Are the microdata available? If so in what format?

Is there evidence of how the surveys have been used?
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Appendix F: Desk Research - External Repositories
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