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AI in the News – The Good, the Bad and the Ugly!
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Artificial Intelligence’s Promises and Risks
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The Montreal Declaration

European Parliament 

• AI has the potential to transform official statistics by enhancing data collection and analysis, leading to more accurate and 
timely insights. However, it also poses risks, such as data privacy concerns and the potential for biased outcomes. Balancing 
these opportunities and challenges is vital for the responsible use of AI in statistical practices.

AI Promise and Risks

• “Artificial intelligence (AI) is a major form of scientific and technological progress that can generate 
considerable social benefits. The development of AI, however, poses ethical challenges and social risks. It 
is incumbent on the various public and private stakeholders and policymakers, at the local, national and 
international levels, to ensure that the development and deployment of AI are compatible with the 
protection and fulfilment of fundamental human capacities and goals.” The Montreal Declaration

The Montreal Declaration for a responsible development of AI (2017)

• The European Parliament has recently approved the so-called AI Act, where it is stated that “Artificial 
Intelligence is a fast- evolving family of technologies that can bring a wide array of economic and societal 
benefits across the entire spectrum of industries and social activities. [...] However, the same elements and 
techniques that power the socio-economic benefits of AI can also bring about new risks or negative 
consequences for individuals or the society”. 

The EU AI Act (2024) 

https://mila.quebec/en/official-launch-of-the-montreal-declaration-for-responsible-development-of-artificial-intelligence/
https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:52021PC0206


What is Responsible AI and Why is it Important?
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Virginia Dignum

Virginia Dignum

• “Responsible Artificial Intelligence is about human responsibility for the development of intelligent systems along fundamental human principles and values, 
to ensure human-flourishing and well-being in a sustainable world. … Responsible AI is not about the characteristics of AI systems, but about our own role. 
We are responsible for how we build systems, how we use systems and how much we enable these systems to decide and act by themselves.” Virginia 
Dignum

Responsible AI – framework safe, trustworthy and ethical implementation

• AI's Rapid Evolution and Impact. AI is rapidly transforming industries and society.

• Risk Management: While AI offers immense benefits, it also poses risks and unintended consequences.

Why Governance Matters

• Bias and Fairness, confidentiality, Transparency, Explainability, algorithmic accountability, legality, security, safety, …

Potential AI Issues

• We are all responsible for ensuring governance through policies, frameworks, guidelines, assessment tools, committees, audits ...

Our Shared Responsibility

https://link.springer.com/book/10.1007/978-3-030-30371-6
https://link.springer.com/book/10.1007/978-3-030-30371-6


Fundamental Principles of Official Statistics

and Responsible AI

6



Responsible AI and The Fundamental Principles of Official Statistics
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• To ensure the credibility and objectivity of official statistics, the United Nations Statistical Commission established the 
Fundamental Principles of Official Statistics (UN, UNECE) in 1994, endorsed by the UN General Assembly in 2014. 

• The FPOS consists of ten key principles that guide the responsible production and use of statistical data. 

https://unstats.un.org/unsd/dnss/gp/fundprinciples.aspx
https://unece.org/statistics/FPOS#:~:text=Relevance%2C%20impartiality%20and%20equal%20access,demographic%2C%20social%20and%20environmental%20situation.


Responsible AI  
Core Guiding 

Principles
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Connecting The FPOS with the Core Guiding Principles of Responsible AI
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1. Relevance, Impartiality, and Equal Access  

2. Professional Standards and Ethics 

3. Accountability and Transparency 

4. Prevention of Misuse 

5. Sources of Official Statistics 

6. Confidentiality 

7. Legislation 

8. National Coordination 

9. Use of International Standards 

10. International Cooperation 

Ethical Purpose and Public Good 
Environmental Sustainability

Accountability 
and Responsibility

Transparency and 
Explainability 

Fairness, Non-Discrimination, 
and Inclusiveness

Privacy and 
Security

Validity and 
Robustness



AI Policy Milestones:

The Present and Progressive Landscape of AI Governance

Global Initiatives and the Canadian Experience

Global AI Governance

Canada

Government of Canada

Statistics Canada
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○ Statistics Canada’s 

framework for 

responsible ML

○ NIST AI Risk 

Management Framework

○ OECD Framework for the 

Classification of AI 

Systems

General Operating 

Structures, objectives and 

definitions

AI 
Frameworks

Laws 
and Policies

Voluntary 
Guidelines

Standards 
and Certifications

○ The Artificial Intelligence 

and Data Act (Canada)

○ TBS Directive on 

automated-decision 

making

○ AI Act (EU)

○ NYC Local Law 144 of 

2021

○ American Data Privacy 

and Protection Act

○ Internet Information 

Service Algorithm 

Management Regulations 

(China)

Rules Enacted and 

enforced by Government

○ Canada’s generative AI 

code of conduct

○ Voluntary Code of 

Conduct on the 

Responsible 

Development and 

Management of 

Advanced Generative AI 

Systems (ISED)

○ White House’s voluntary 

commitments from 

leading AI companies

Practices, structures, and 

actions that are optional 

but encouraged

○ ISO/IEC JTC 1/SC 42

○ IEEE P7000 series 

standards projects

○ CEN/CENELEC standards 

development

○ RAII Institute’s 

Certification Program for 

AI Systems

○ Armilla’s AI Governance 

Platform

Sets of practices and controls 

that demonstrate compliance 

with laws or otherwise 

provide assurance

○ Montreal Declaration for 

a Responsible 

Development of Artificial 

Intelligence

○ OECD AI Principles

○ Asilomar AI Principles

○ IEEE’s Ethically Aligned 

Design

Guiding Concepts 

and Values

AI
 Principles

The Many Types of AI Governance
AI governance encompasses the frameworks, policies, and practices that ensure the ethical, transparent, and accountable use of AI technologies.



Pan-Canadian AI Strategy – CIFARThe Montreal Declaration for a responsible development of Artificial IntelligenceToronto DeclarationDirective on Automated Decision-MakingAlgorithmic Impact Assessment ToolGuide on the use of Generative AI - Canada.caVoluntary Code of Conduct on the Responsible Development and Management of Advanced Generative AI Systems

Voluntary Code of Conduct on the Responsible Development and 
Management of Advanced Generative AI Systems

Principles for responsible, trustworthy and privacy-protective generative AI technologiesThe Artificial Intelligence and Data Act (AIDA) – Companion documentBill 27 Bill C-27

• 2017. Asilomar Conference on Beneficial AI (organized by the Future of Life Institute)

• 2019. Recommendation of the Council on Artificial Intelligence (OECD, 2019)

• 2019. OECD AI Principles

• 2019. Ethics guidelines for trustworthy AI (EU, 2019)

• 2021. Ethics, Transparency and Accountability Framework for Automated Decision-Making (UK, 2021)

• 2021. Recommendation on the Ethics of Artificial Intelligence (UNESCO, 2021)

• 2022. Algorithmic Accountability Act (USA, 2022) (Regulatory framework). 

• 2023. Interim Administrative Measures for the Management of Generative AI Services. CHINA. (Regulatory framework).

• 2024. Artificial Intelligence Act (EU, 2024). (Regulatory framework).  

Global Initiatives

• 2017 - Pan-Canadian AI Strategy – CIFAR  (Canada's national AI Strategy was the first in the world !)

• 2017 - The Montreal Declaration for a responsible development of Artificial Intelligence

• 2018 - The Toronto Declaration

• 2019 - Directive on Automated Decision-Making

• 2019 - Algorithmic Impact Assessment Tool

• 2023 - Guide on the use of Generative AI - Canada.ca

• 2023 - Voluntary Code of Conduct on the Responsible Development and Management of Advanced Generative AI Systems

• 2023 - Principles for responsible, trustworthy and privacy-protective generative AI technologies

• Upcoming - The Artificial Intelligence and Data Act (AIDA) – Companion document

• Bill 27 (NOTE. AIDA is part of Bill C-27 - Part III of Bill C-27 )

Canada’s Initiatives
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AI Governance Initiatives (Non-Exhaustive)

https://cifar.ca/ai/
https://montrealdeclaration-responsibleai.com/
https://www.torontodeclaration.org/
https://www.tbs-sct.canada.ca/pol/doc-eng.aspx?id=32592
https://www.canada.ca/en/government/system/digital-government/digital-government-innovations/responsible-use-ai/algorithmic-impact-assessment.html
https://www.canada.ca/en/government/system/digital-government/digital-government-innovations/responsible-use-ai/guide-use-generative-ai.html
https://ised-isde.canada.ca/site/ised/en/voluntary-code-conduct-responsible-development-and-management-advanced-generative-ai-systems
https://ised-isde.canada.ca/site/ised/en/voluntary-code-conduct-responsible-development-and-management-advanced-generative-ai-systems
https://www.priv.gc.ca/en/privacy-topics/technology/artificial-intelligence/gd_principles_ai/
https://ised-isde.canada.ca/site/innovation-better-canada/en/artificial-intelligence-and-data-act-aida-companion-document
https://www.parl.ca/DocumentViewer/en/44-1/bill/C-27/first-reading
https://www.parl.ca/DocumentViewer/en/44-1/bill/C-27/first-reading
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Types of AI Solutions by Use (draft)

Productivity Tools & 
Software Acquisition

Citizen-Facing AI 
Applications​

Corporate Tools for 
Operational Efficiencies​

Systems for Statistical 
Production and Analysis​

Inferential Applications

Algorithmic Applications



AI Governance Complexity Matrix (draft)
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Application
Productivity Tools & 

Software Acquisition

Citizen-Facing AI 

Applications

Corporate Tools for 

Operational Efficiencies

Systems for Statistical 

Production and Analysis

Examples

automating repetitive tasks, 

enhancing data processing, 

improving document 

management

augmented website search, 

citizen help chatbots, 

automated dissemination / 

comms products.

e.g. workflow automation, 

human resource 

management systems, 

automated classification, 

data validation.

ML for data imputation, 

advanced statistical 

modeling, real-time data 

processing, combining 

administrative, census, 

and alternative data 

sources for new insights.

Delivery
Standard software 

procurement

In-house/custom 

development

In-house/custom 

development

In-house/custom 

development

Data
Agnostic/

Existing data

Agnostic/

Unstructured/Well-

structured

Unstructured/Well-

structured/primary/

admin data

Unstructured/Well-

structured/primary/

admin data

Governance 

aspects

Standard software and 

product lifecycle, IT 

integration checks 

Data privacy, security 

measures, accuracy 

verification, responsible AI

Cybersecurity 

assessments, light 

responsible AI

Data quality, 

methodological rigor, 

responsible AI

Algorithmic

Inferential



Establishment of Office of Responsible AI (ORAI)
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ORAI - Key Responsibilities

AI Reviews

Playbooks and Guidance

Coordination with Legal, Privacy, Ethics, Cyber, SMs, DPMO, etc.
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ORAI. Key Activities

• Create high standards for AI governance and assess compliance tools.

Develop standards and best practices: 

• Organize reviews (audits) and hackathons to evaluate AI systems, including generative AI.

Peer reviews & hackathons: 

• Conduct research on responsible AI/ML to anticipate emerging challenges.

Research: 

• Offer courses and workshops to promote responsible AI practices.

Training and workshops: 

• Provide expert consultation on AI implementation across StatCan and beyond.

Consultation services: 
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ORAI’s AI Governance Products

Comprehensive 
Guidelines

Assessment Tools Red-teaming & 
hackathons

AI Scorecards AI Registry 
System 



Brakes are there to let you go faster. 
Guiding Principles in Action

• Grounding AI implementation in ethical governance and the 

Fundamental Principles of Official Statistics.

Shared Vision for Global Progress:

• By embedding accountability, transparency, and ethical considerations 

into every stage of AI adoption, organizations worldwide can drive 

innovation that is both impactful and sustainable.



Merci!   /  Thank You!

Questions ?
Contact: 

Christos.Sarakinos@statcan.gc.ca  

Avertissement/Disclaimer:
Les opinions exprimées par les auteurs de cette présentation ne reflètent pas nécessairement celles de Statistique Canada.

This presentation represents the views of the authors and does not necessarily reflect the opinions of Statistics Canada. 20
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