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accompanying repository on GitHub.  

 

 

 
* A preliminary version of this documented was circulated to the United Nations Statistical Division for consultation 

in January, 2024, and was internally peer reviewed in December 2024. The authors would like to thank Alexandru 

Cojocaru, Paul Corral, Walker Kosmidou-Bradley, Peter Lanjouw, Nikolaos Tzavidis, and Roy Van der Weide for 

helpful comments and suggestions. We thank Olivier Dupriez, Craig Hammer, Talip Kilic, and Haishan Fu for 

support.   
† KDI School of Public Policy and Management and IZA; merfeld@kdis.ac.kr 
‡ United Nations Statistics Division 
§ World Bank and IZA 
** University of Maryland, College Park  



1 

 

I. Introduction 
 

In 2015, the United Nations General Assembly agreed to a new set of development objectives: the 

Sustainable Development Goals (SDGs). While poverty remains one of the most-discussed goals, 

the SDGs consist of 17 goals and 169 targets, encompassing a diverse set of goals and targets 

including zero hunger, better access to health care and education, gender equality, and clean water, 

to name a few. Accurate monitoring of these targets and indicators under each SDG goal is critical 

to understand progress towards meeting the SDGs by 2030. For example, the first target for the 

poverty SDG is the elimination of extreme poverty by 2030. The only way to understand if 

countries are meeting this objective is to reliably estimate the proportion of persons in living in 

extreme poverty.  

 

Historically, national statistical offices (NSOs) have relied on household probability sample 

surveys to accomplish this measurement.  Yet, such household surveys suffer from several key 

drawbacks: large-scale surveys are expensive to implement, meaning countries face trade-offs 

between the number of households surveyed and the frequency with which NSOs implement 

nationally representative surveys. This leads to a very particular problem: While household 

surveys give reliable information about progress towards different SDGs at very aggregated levels 

– such as provinces, states, or districts – they cannot reliably estimate different indicators at more 

geographically disaggregated small areas such as subdistricts. This makes targeting interventions 

more difficult, since we do not necessarily know exactly which small areas are poorest. In addition, 

the lack of geographically granular data from traditional surveys can make it difficult to evaluate 

the effects of interventions that affect small areas. 
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To overcome the challenges in producing more granular estimates from household surveys, 

researchers and national statistical offices in the past few decades have utilized a statistical 

technique called small area estimation (hereafter SAE). Traditionally, SAE has combined data 

from surveys that collect in-depth information on socioeconomic indicators, such as poverty and 

wealth, and an auxiliary source of data that has broader coverage of areas or specific population 

groups, such as population censuses and/or administrative sources.  An abundance of literature and 

publications are available on SAE methodologies with censuses or administrative data and their 

application in countries. A review of these is available on the UN Statistics Division’s Toolkit on 

Using Small Area Estimation for SDGs 6 . SAE methodology is also discussed in detail in the 

World Bank’s recently issued guidelines on poverty mapping (Corral et al, 2022). This primer 

complements these publications, although there are a few notable differences with the latter, which 

are summarized in Annex 1.   

 

Despite the rapid development in SAE methodology, national statistical offices still face 

challenges in using SAE for official statistics. One of the main challenges they face is obtaining 

access to a suitable source of auxiliary data.  Population censuses can become outdated, especially 

if a country is not able to carry out its census on a typical decadal schedule. Accessing and using 

administrative data for SAE can be a major challenge. In addition, low and middle income 

countries, available administrative data may not be of sufficient quality to support SAE. 

Meanwhile publicly available geospatial data has become more accessible, raising the possibility 

that it can be used to update small area estimates in between census. Geospatial data, like the 

administrative data traditionally used for small area estimation, may not fully reflect recent shocks. 

 
6 https://unstats.un.org/wiki/display/SAE4SDG/SAE4SDG 
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While correlations between geospatial SAE estimates and census-based SAE estimates are often 

high, sizeable discrepancies can occur in particular areas, particularly if they are not included in 

the sample (Van der Weide et al, 2024, Edochie et al, 2024). Nonetheless, a solid evidence base 

has emerged that combining geospatial data with surveys using small area estimation significantly 

increases the precision of poverty estimates, by an amount equivalent to expanding the sample by 

a factor between approximately 3 and 7 depending on the context and indicator (Newhouse, 2024, 

Edochie et al, 2024).7  

 

The goal of this guide is to illustrate how combining surveys with publicly available geospatial 

data using SAE partially surmounts some of the drawbacks of survey data and present more 

geographically disaggregated estimates of different SDG indicators at the subnational level. This 

guide discusses the availability of different types of geospatial data, as well as how one can 

statistically integrate geospatial features with household survey data.8  We focus both on the 

auxiliary data itself as well as the nature of the survey (training) data needed to effectively 

incorporate geospatial data. The inclusion of geospatial coordinates in survey data has become 

more common in recent years, making integration of geospatial data easier.9 Our focus throughout 

the paper is on estimating outcomes in levels, rather than changes. This is because welfare changes 

 
7 Utilizing both current geospatial indicators and old census data as predictors should further improve performance, 

although we know of no research that has documented how much adding older census data to current geospatial data 

improves prediction accuracy. 
8 We mainly discuss the use of predefined geospatial features rather than convolutional neural network models directly 

trained to imagery (Jean et al, 2016, Yeh et al, 2020). This is partly because the latter requires a different set of skills, 

and because preliminary evidence suggests that the former performs better when using typical household surveys as 

training data  (Ayush et al, 2020, Engstrom, Hersh, and Newhouse, 2022, Sohnesen and Fisker, 2022).  
9 These coordinates are often randomly offset to protect the privacy of survey respondents, but existing research 

suggests that random offsets of the coordinates detracts only slightly from the accuracy of the estimates (Van der 

Weide et al, 2024). 
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are harder to estimate accurately with publicly available geospatial indicators than welfare levels, 

and the estimation of welfare changes using geospatial data remains an area of active research. 

 

Session II provides a broad overview of small area estimation and how geospatial data can serve 

as auxiliary data. Poverty and wealth remain the main focus, following much of the literature (Jean 

et al, 2016 Yeh et al, 2020, Chi et al, 2021, see Burke et al, 2021 and Newhouse, 2024 for recent 

reviews).10 More recent work, however, has also explored the use of geospatial predictors for labor 

market outcomes (e.g. Merfeld et al., 2022), agricultural yields (e.g. Bellow and Lahiri, 2010, 

Erciulescu et al., 2019 and Lobell et al., 2020)), and population density (Wardrop et al, 2018, 

Engstrom et al, 2020), to name a few. We pay particular attention to what we do not yet know, as 

methods for combining survey and geospatial data are still developing rapidly, despite an 

explosion of popularity in recent years. Section III reviews the availability of different types of 

publicly available indicators derived from geospatial data. Section IV reviews estimation methods 

and models in greater detail, focusing on methods supported by well-documented and publicly 

available software packages.   

 

Section V discusses the skills and tools required to apply simple models that use geospatial data 

for small area estimation. For example, we discuss the different types of files common to geospatial 

data (e.g. rasters and shapefiles) as well as the common packages used in implementation. We 

focus mostly on the R language for statistical computing, given that its suite of packages allows 

one to implement the full workflow, from pulling geospatial data to implementing the estimation 

 
10 Wealth, as measured by asset indices, and poverty as measured by household size-adjusted income or 

consumption, have different strengths and weaknesses for measuring household welfare. See Van der Weide et al 

(2024) and Christiaensen and Ngo (2019) for detailed discussions on this point.  
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of different SAE models. Other statistics programs, like Stata, have packages for SAE.11 However, 

they lack well-developed packages for geospatial data. Geospatial-specific programs, like QGIS, 

allow users to clean the geospatial data but do not easily allow for estimation of the SAE models 

themselves. We provide explicit recommendations for different R packages and offer examples, 

including in a companion GitHub repository with a detailed example. However, R packages are 

constantly evolving and new and updated packages will likely supersede existing tools. Even 

during the drafting of this document, several new packages related to geospatial data have entered 

the R ecosystem.  

 

 

II. Using geospatial data for small area estimation: The broader context  
 

 

SAE is a branch of statistical methodology that has been actively studied for more than forty years 

(Ghosh, 2020). While there are different ways to implement SAE, all methods use either implicit 

or explicit models that combine survey data with more comprehensive auxiliary data, covering a 

larger share of geographic areas or population groups than surveys. The auxiliary data augments 

the survey data, which measures well-established concepts related to SDG indicators such as 

poverty that are not typically available in the auxiliary data source. Augmenting surveys with 

auxiliary data can improve estimates where survey samples are too small and generate estimates 

where samples are unavailable. In other words, the models enable surveys to “borrow strength” 

from more comprehensive auxiliary data. If the model relationships are similar in areas with and 

without survey data, we can use the auxiliary data to impute synthetic estimates where survey data 

 
11 The Stata SAE package (Nguyen et al, 2018) estimates empirical best models, and the R povmap package 

(Edochie et al, 2023) also contains a Stata .ado and .hlp file that can run the package from within Stata.   
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is missing or improve reliability by combining these synthetic estimates with survey data in areas 

with both. Similarly, SAE can be used to improve estimates for specific populations – like those 

with disabilities or ethnic minorities – even if survey sample sizes are small. 

 

Consider the case of Malawi, which has a nationally representative household survey from 2019, 

the Fifth Integrated Household Survey (IHS5).12 The left panel of Figure 1 plots the number of 

observations per district. The IHS5 is representative at the district level, which means that the 

National Statistics Office considers that the traditional survey-based direct estimates at this level 

are sufficiently reliable to warrant publication. This makes sense since the minimum sample size 

across districts is quite high. However, it is also clear from the map that districts can be relatively 

large, geographically, obscuring important heterogeneity in poverty rates within districts.   

 

 
12 https://microdata.worldbank.org/index.php/catalog/3818 

Figure 1: Sample sizes for the fifth Integrated Household Survey at district and traditional 

authority level, Malawi, 2019 

 

 
 

The colors correspond to the number of household observations at the district (left panel) and traditional authority 

(right panel) for the 2019 Fifth Integrated Household Survey in Malawi. 
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It would therefore be useful to obtain reliable estimates one level below the district, the Traditional 

Authority (TA). In Malawi, there are 420 TAs, but only 32 districts. The right panel of Figure 1 

shows very clearly that the household sample survey data cannot generate reliable estimates at the 

TA level. Many TAs have no survey observations at all (the white areas), while TAs that do have 

observations have relatively few observations. A total of 121 (out of 420) TAs had no observations 

and, of those that do, the median sample size was 32 households. A direct survey estimate of 

poverty based on 32 households would be insufficiently precise to publish according to many 

countries’ statistical standards.13  

 

Instead of using the direct survey-weighted estimates, SAE allows us to integrate auxiliary data to 

improve reliability at the TA level, even where overall samples are small or non-existent. The main 

benefit of using this auxiliary data is that it is collected even in places where the survey data does 

not collect data. Traditionally, SAE practitioners have used administrative data of different types 

or censuses to serve as auxiliary data. For example, the US Census Bureau creates small area 

estimates of poverty using census data as well as federal income tax returns, among other 

administrative data. In addition, the World Bank has for decades supported the production of 

several poverty maps in developing countries based on census data. These poverty maps 

traditionally followed the method articulated in Elbers, Lanjouw, and Lanjouw (2003), although 

 
13 If the underlying poverty rate is 50 percent, the variance of the estimated poverty rate is approximately 0.0078, 

implying a standard error of approximately 0.088 and  a coefficient of variation of approximately .177. However, this 

calculation assumes that the poverty outcomes of households in the TA are independent, which underestimates the 

coefficient of variation. Country thresholds for uncertainty vary. They can be as high as a median CV of 0.61 for the 

US American Community Survey, but are typically much lower, between 0.15 and 0.25. However, the American 

Community Survey will also suppress any statistics based on fewer than 50 observations.   
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more recently, the World Bank has recommended using the Empirical Best Predictor method for 

small area estimation of poverty (Corral et al, 2022).  For Malawi, there was a census conducted 

in 2018, just one year after the IHS5. This census includes detailed information from each 

household; in particular, it includes information on household assets, education levels, and 

household size and age composition. Importantly, the IHS5 includes many of the same indicators. 

Continuing with our example of poverty, SAE allows us to model the relationship between the 

welfare variable (or poverty status) and these household characteristics in the IHS5 and then utilize 

both the census and survey data to estimate poverty at the TA level throughout the country, based 

on this estimated relationship. 

 

A sound source of auxiliary data source is critical for SAE, yet countries often encounter 

challenges when trying to access high-quality auxiliary data. Access issues arise when NSOs do 

not have a recent census to use, or struggle to obtain data from other government departments, 

which may require governance agreements and protocols for data sharing, in order to ensure 

consistent updates for SAE models. Obtaining high-quality auxiliary data, encompassing factors 

like coverage, accuracy, timeliness, update frequency, and the presence of predictive auxiliary 

variables, is often difficult in countries with less developed statistical systems.  

 

Within this context, the use of SAE with geospatial data can significantly improve on traditional 

direct survey-weighted estimators in terms of accuracy and precision. Geospatial auxiliary data is 

a second-best option compared to recent high-quality household census or administrative data, but 

as noted above, the latter are often not available. In a variety of geographic contexts, combining 

survey and geospatial data has increased the precision of poverty estimates relative to direct survey 
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estimates by an amount approximately equivalent to increasing the size of the sample by a factor 

of 3 to 7, depending on the context and indicator (Masaki et al., 2022; Newhouse et al., 2022; 

Merfeld et al., 2023, Edochie et al, 2024).  

 

Small area estimation, regardless of the source of auxiliary data, introduces model error. In 

applications that have tested the use of SAE with geospatial data, the benefits of including 

predictive information from additional areas tends to outweigh the inaccuracies created by model 

error, so long as the models are minimally predictive.14 As a result, geospatial small area estimates 

are usually more reliable than direct survey-weighted estimates, especially for poverty estimation 

(Newhouse, 2024). In addition, geospatial small area estimates are substantially more precise than 

direct survey-weighted estimates, and can in some cases enable reporting equally precise statistics 

at more disaggregated administrative levels (World Bank, 2022). How much small area estimation 

with geospatial data improves on direct estimates varies, depending on the indicator, the 

geographic context, the quality of the geospatial auxiliary data, and the estimation strategy. Below 

we discuss diagnostics that can identify the cases when geospatial small area models have very 

low predictive power and are likely to fail.  

 

Several statistical methods have been used for SAE in the past. Small area poverty estimation dates 

back to at least the well-celebrated paper by Fay and Herriot (1979), who also proposed a two-

level model of transformed direct survey-weighted estimates to estimate income for small places 

using the 1970 Census of Population and Housing in the United States.15 While Fay and Herriot 

 
14 The issue of how to assess whether a model is minimally predictive is discussed in more detail below in section 

IV.B.   
15 This in turn built on earlier applications of small area estimation such as Carter and Rolph (1974) and Efron and 

Morris (1975)   
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used an empirical Bayes method for their application, subsequent researchers have also considered 

pure Bayesian implementations (Morris and Tang, 2013, Arima et al (2017) , Hirose and Lahiri 

(2021).  More similar to Elbers et al (2003) are the families of unit-level models. Like area-level 

models, these can be implemented either as Empirical Bayes/Best (EB) models (see Ghosh and 

Lahiri, 1987, Battese, Harter, and Fuller, 1988, Hall and Maiti, 2006 and Molina and Rao, 2010) 

or purely Bayesian methods (Ghosh and Lahiri, 1992, Molina et al. 2014). It is also possible to 

employ time series models to combine information over time (see, e.g., Pfeffermann and Tiller, 

2006), time series cross-sectional models to combine information over time and areas (e.g., Datta 

et al., 1999) , and spatial models to incorporate spatial correlations  (e.g. Vogt et al., 2023). 

Bayesian Structural Equation Modeling has also been applied in many cases (Gething et al, 2015, 

Steele et al, 2017, Van der Weide et al, 2024), including by the innovative spatial data repository 

maintained by the Demographic and Health Survey program. These models often include 

parameters that smooth changes over space, which distinguish them from standard Empirical Best 

estimates. This additional spatial smoothing element can be computationally expensive when there 

is a large number of spatial units, and whether it improves model fit may vary from context to 

context.  

 

Recent advancements in machine learning have also opened up new avenues for SAE. Simple 

machine learning methods include the direct use of tree-based machine learning methods (e.g. Chi 

et al, 2022, Merfeld and Newhouse, 2023) as well as the integration of random forests and gradient 

boosting with random effects for SAE (Krennmair and Schmid, 2022, Messer and Schmid 2024). 

More sophisticated deep learning methods such as neural networks (Yeh et al, 2022) or even 

transformer models (Manvi et al, 2022, Zheng et al, forthcoming) can also be employed. However, 



11 

 

machine learning SAE methods could benefit from more theoretical and empirical investigation. 

For example, there is currently no widely accepted consensus on how to estimate the uncertainty 

associated with estimates produced by machine learning models, which is of fundamental 

importance for determining whether estimates are sufficiently reliable to publish. In addition, deep 

learning methods can be very challenging for practitioners to apply at scale, as they require 

specialized skills and knowledge to manipulate large amounts of imagery and deploy these models. 

Because it is far simpler to use traditional methods with publicly available geospatial features, this 

primer focuses on that approach.    

 

When considering different approaches, one important factor is the target area level for prediction. 

There is currently no evidence that traditional linear models can produce accurate estimates of 

wealth or poverty at highly granular levels, such as the village or enumeration area level. For these 

types of granular predictions, the extra flexibility added by machine learning or deep learning 

models appears to be very important. When sufficient training data are available, using 

sophisticated deep learning methods can add significant predictive accuracy, boosting R2 by up to 

0.2 compared with extreme gradient boosting, a simpler tree-based machine learning method 

(Zheng et al, forthcoming). However, generating accurate estimates at this level requires large 

samples, larger than the typical national household survey, to generate accurate predictions (Zheng 

et al, forthcoming, Gualavisi and Newhouse, 2024).16 In part for this reason, we focus on higher 

level predictions at the sub-district or district level. These estimates are valuable because they 

provide significantly more detailed information than using survey information alone. There is now 

a robust evidence base that at this more aggregate level, estimates derived from simpler SAE 

 
16 Zheng et al (2024) find performance degrades significantly when using samples that contain fewer than 10 percent 

of the population units in the first stage.  
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methods with standard survey data and publicly available geospatial features improves on direct 

estimates, so long as the geospatial features are minimally predictive of the outcome (Newhouse, 

2024, Kim et al, forthcoming).  

 

Besides the target area for prediction, many of the methods mentioned in the preceding paragraphs 

differ along three key dimensions. The first is the level at which models are estimated.17 For 

example, in the case of Malawi, when using geospatial data there are three possible modeling 

strategies to estimate poverty at the TA level. The first is to model direct survey-weighted estimates 

of poverty rates across TAs.  This has its roots in the method suggested by Fay and Herriot (1979) 

and is often referred to as an “area-level” model, where “area” refers to the target domain at which 

the indicator is estimated. A second possible modeling strategy is to model aggregate data at a 

lower level of aggregation, which we refer to as a “sub-area model”. In Malawi, this could be the 

enumeration area, for example, of which there are 18,700, compared to just 436 TAs. Using this 

modeling strategy, we can estimate enumeration-area-level poverty and then take a weighted mean 

to aggregate these up to the TA level, weighting by the population of each EA. Finally, one can 

propose a model at the household level. Under this modeling approach, a welfare variable is 

imputed for individual households, and then converted to poverty rates and aggregated up to the 

desired target area (TAs). The household-level and subarea-level models are preferable when 

reliable auxiliary data is available at lower levels than the area level, which is typically the case 

 
17 The level at which models are estimated can be more disaggregated than the level at which the estimates are 

produced.  
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with geospatial data. (Newhouse, 2024, Haslett, 2024). This is because they estimate the model at 

the lower, more disaggregated, level before aggregating the predictions to the target area level.18    

 

The second key difference is the specific estimation method used, given an assumed model. In the 

Bayesian and Empirical Bayesian approach the model includes the conditional expectation of the 

mean of the random effect given the sample data (Tzavidis et al, 2018). 19  In other words, 

estimation is based on the conditional distribution of an area-specific random intercept given the 

observed data, under the assumed model. In contrast, synthetic estimation such as Elbers et al 

(2003) and newer machine learning methods are based on purely synthetic predictions, using 

unconditional distributions. For non-sampled areas, this distinction is irrelevant, because there is 

no sample data for the Bayesian or Empirical Bayesian methods to condition on. For in-sample 

areas, the Bayesian, empirical Bayesian or Empirical Best Predictor (EBP) methods, unlike purely 

synthetic methods, are a combination of the direct survey-weighted estimates and synthetic model 

prediction. These methods typically give more importance to the sample survey data, vis-à-vis the 

synthetic prediction, when the sample is large and/or synthetic predictions are less precise. 

Conversely, less weight is given to the sample survey data when the sample is small and/or the 

synthetic predictions are precise. Conditioning on survey data is a desirable feature in small area 

estimation, especially when using data that is linked to the survey at a sub-area level like a village 

or enumeration area, as is typically the case with geospatial data. Because the auxiliary data are 

available at a more aggregate level than the household, the synthetic predictions are less precise, 

 
18 This recommendation deviates from the guidelines previously published by the World Bank (Corral et al, 2022) 

which recommends using models at the household level if household level variables are available, and area-level 

models in other settings.  
19 Empirical Bayesian approach is also sometimes referred to as “Empirical Best” approach.  
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and the EBP method gives greater weight given to the survey when using sub-area geospatial 

indicators as auxiliary data than when using a household census as auxiliary data.  

 

Until recently, the emphasis on Bayesian or empirical Bayesian models among statisticians has 

restricted the specification and the class of estimators that have been considered for small area 

estimation. However, synthetic methods, including recently developed pure machine learning 

methods, can benefit from more flexible model specifications that better handle non-linearities and 

interactions among predictors. Better understanding the trade-offs between the flexibility of pure 

machine learning model and the benefits of conditioning on sample data is an active area of 

research, as is integrating machine learning approaches into Bayesian or Empirical Bayesian 

models that condition on the sample data (Krennmair and Schmid, 2022, Messer and Schmid, 

2024).   

 

The third key difference in small area estimation methods – and the focus of the rest of this guide 

– is the type of auxiliary data used. Traditionally, practitioners have used detailed census or 

administrative data as auxiliary data. However, this type of data is not always available, especially 

in less developed countries.20 Battese, Harter, and Fuller (1988) pioneered the use of satellite-

derived imagery in small area estimation, proposing a method to estimate the area of different 

crops in a small part of the United States. More recently, a large literature has expanded on the use 

of remote sensing data for estimating poverty (e.g. Bellow and Lahiri, 2010, Jean et al, 2016, Yeh 

et al, 2019, Chi et al, 2021, Engstrom et al, 2022, Burke et al, 2021, Newhouse, 2024). An 

important advantage of using satellite-derived data is its availability: satellite data is generally 

 
20 The UN’s toolkit for SAE summarizes many of these issues. You can find it here 

(https://unstats.un.org/wiki/display/SAE4SDG/). 

https://unstats.un.org/wiki/display/SAE4SDG/
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available across the entire globe, meaning that data-poor areas are covered by satellites, even if 

they lack more detailed census data. While somewhat less predictive, geospatial data is much more 

widely available – both geographically and temporally – for national statistical offices and 

researchers.  

 

 

III. Geospatial data availability 
 

A. Publicly available sources of geospatial data 
 

In recent years, the availability of geospatial data has exploded. There are several publicly 

available repositories of this type of data, with perhaps the most popular and well-known at this 

time being Google Earth Engine (GEE).21 GEE offers hundreds of different datasets, many of 

which span up to three decades. GEE does not create the data, per se; instead, it is a repository of 

externally, publicly available data from across the globe. We focus here on just a few of the 

datasets available on GEE, but we encourage readers to explore the wide offerings available on 

the GEE website. 

 

As an example, consider NASA’s Moderate Resolution Imaging Spectroradiometer instrument, 

more commonly referred to as MODIS, which is deployed on two separate satellites.22 NASA 

makes these data publicly available and multiple different data products on GEE are derived from 

the underlying imagery. One commonly used variable is the Normalized Difference Vegetation 

Index, or NDVI. NDVI is an estimate of how “green” a given area is and can be used to identify 

 
21 https://earthengine.google.com/. Microsoft’s Planetary Computer is a similar product that makes geospatial data 

publicly available and can be accessed at https://planetarycomputer.microsoft.com/ 
22 https://modis.gsfc.nasa.gov/data/ 

https://earthengine.google.com/
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different types of land (e.g. waterbodies, deserts) and, where there is vegetation, how dense the 

vegetation is. 

Another option that provides excellent data for some countries is OpenStreetMap (OSM).23 OSM 

provides information about roads and numerous types of amenities. OSM data, however, is self-

reported by an open-source community. It may therefore not always be complete in many less 

developed countries or in less urban areas (Barrington-Leigh and Millard-Ball, 2019). As such, 

users should be wary of this, as missing data in parts of a country can lead to biased predictions. 

For example, information on medical clinics in a given area may not be reported. If we assume 

there are no medical clinics – which is how this might show up in the raw data – when there really 

are, this can lead to biased estimates if this mismeasurement is not random, but rather systematic. 

 

There are also datasets on building footprints that are derived from satellite data. Microsoft,24 

Google, 25  and the World Settlement Footprint (WSF) 26  have released layers covering many 

countries. Worldpop has also released publicly available summary statistics for several countries 

in Sub-Saharan Africa.27 These building footprints can be aggregated up to administrative areas in 

different ways, providing yet another possible covariate to use in small area estimation. 

Unfortunately, however, they are not updated regularly, at least as of this writing. As with OSM, 

these footprints are not comprehensive in all areas and the cited confidence of predictions in some 

areas is much lower than in others. Since this data is satellite derived, some of these errors may be 

due to cloud cover. In these cases, it may be less systematic than measurement error in OSM, 

 
23 https://planet.openstreetmap.org/ 
24 https://www.microsoft.com/en-us/maps/bing-maps/building-footprints 
25 https://sites.research.google/open-buildings/ 
26 https://geoservice.dlr.de/web/maps/eoc:wsf2019 
27 https://wopr.worldpop.org/?/Buildings 
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depending on the relationship between cloud coverage and outcomes of interest. Other useful 

publicly available geospatial data include the Armed Conflict Location & Event Data Project 

(ACLED) that collects data on many sorts of violent encounters and protests across the world, 

including estimates on fatalities. 

 

 

B. Geospatial Indicators  
 

A large number of variables can be derived from geospatial data; and as for all SAE modelling, 

their usefulness varies depending on their correlation with the outcome variable. This depends on 

the strength of the relationship between geospatial indicators and the outcome of interest, which 

partly depends on the quality of the geospatial data. Some of the variables are geospatial variables 

(e.g. land classification) while others are non-geospatial variables that come with geospatial 

coordinates that can be used for the geospatial SAE modelling. The section provides a number of 

examples on variables derived from geospatial data and discusses their usefulness for SAE 

modeling. Important aspects to consider for those variables are also discussed.  

 

Land classification is another variable on Google Earth Engine that is often predictive of 

development outcomes. This is partly because land classification is strongly correlated with 

population density, or how urban a place is, which in turn is strongly correlated with many 

development outcomes such as poverty. GEE provides estimated land classification from 

Copernicus, which has a resolution of 100m.28 The land classification layer classifies each grid 

cell based on observable characteristics into different land classification categories, including 

 
28 https://lcviewer.vito.be/2015 
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forests and built-up land. One way we use these land classifications in our work is to calculate the 

percentage of a given administrative area that is made up of different land classifications.  

 

Figure 2 shows an example of this for Sri Lanka. The left map shows the percentage of each Sri 

Lankan Grama Niladhari (GN) Division that is estimated to be urban, according to Copernicus’ 

land classifications, while the right map shows the percentage of each GN Division that is 

estimated to be covered in trees. Since rural and more remote areas tend to be poorer than urban 

areas, it is perhaps unsurprising that land classification is generally a strong predictor of many 

outcomes. From both maps, it is immediately clear where the large urban centers are around the 

coast, with the large urban center of Colombo jumping out in the west-southwest portion of the 

map. Estimated urbanity there is high, while tree coverage is quite low, consistent with what we 

would expect from large urban agglomerations.  

 

There are many other useful and frequently used data layers in GEE – including nightlights and 

pollution estimates. For the former, we recommend using measures from the Visible Infrared 

Imaging Radiometer Suite (VIIRS) rather than the Defense Meteorological Satellite Program 

(DMSP), following Gibson et al (2021). It is also useful to consider indicator that are not available 

in GEE. One example is ACLED, the Armed Conflict Location & Event Data Project.29 ACLED 

collects data on many types of violent encounters and protests across the world, including estimates 

on fatalities. These events are geolocated, with GPS coordinates available that allow us to pinpoint 

approximate locations and match these to survey data using shapefiles. 

 

 
29 https://acleddata.com/ 
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Figure 2: Land classification percentages by Grama Niladhari Division, Sri Lanka 

 

 
 

The left map shows the percentage of each GN Division in Sri Lanka that is considered urban according to the 

Copernicus land classification variable. The right map shows the percentage of each GN Division that is covered 

by trees.  

 

 

In some countries, the number of violent encounters in different areas can be a strong predictor 

of many development outcomes. Consider the case of Mali, for example, which suffers from 

terrorist attacks and has had several coup d’état over the last decade.  

Figure 3 shows the location of different violent events in Mali in 2019. ACLED provides six 

different event types, which are color- and shape-coded in the map. 
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Figure 3: Violent events in Mali, 2019 

 

 
 

The map shows the location of different violent events in Mali in 2019, according to ACLED. 

 

How can ACLED data be included as geospatial predictors in SAE? There are many different 

options, and the best choice depends on the context. For example, if the outcome of interest is 

something like assets – which tend to vary less across time than monetary welfare measures – the 

total number of events or fatalities of different types in the administrative region in the previous 

year may be a useful predictor. On the other hand, if the outcome is something that may respond 

immediately to violence – like school attendance – then perhaps using the number of violent events 
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around the time of survey enumeration would be a good predictor. This example should make clear 

that the optimal way to include geospatial covariates as predictors can vary across contexts. 

Therefore, knowledge about the outcome of interest and the survey enumeration strategy is 

important to maximizing the predictive power of these covariates; matching monthly level violent 

conflicts to survey data may be less predictive of outcomes that vary less over time – like human 

capital, e.g. educational attainment (as opposed to attendance) – whereas using longer term 

averages of conflicts may be more predictive in these cases. 

 

Other commonly used geospatial covariates include things like climate and weather. There are 

several options, including the aforementioned TerraClimate. Simple means of 

precipitation/temperature across different regions of the country are one possible way to include 

these variables, as are contemporaneous rainfall, using something like CHIRPS (Climate Hazard 

group InfraRed Precipitation with Station) data.30 Other options include variables like degree days 

– the number of days in which the temperature rises above a certain value (e.g. 28 degrees Celsius) 

– and heatwaves, either as averages or as contemporaneous values. When modelling agricultural 

yield, for example, contemporaneous values are often quite predictive of productivity, especially 

in predominantly rainfed areas, like Sub-Saharan Africa. 

 

Distance to different facilities can also be correlated with development outcomes. For example, in 

ongoing work to estimate disaggregated prices, we calculate the distance to different provincial 

capitals from each administrative area and include these distances as candidate predictors, as well 

as the distance to other markets. Because we are not aware of a public dataset with this information, 

 
30 https://www.chc.ucsb.edu/data/chirps 
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we input the location of these capitals by hand, using GPS coordinates.31 We have also previously 

included distances to ocean, nearest port, or other countries, as well. Recently, the FAO has created 

a dataset called “Rivers of Africa” that plots the location of rivers of different types throughout the 

continent. We can calculate the distance to different rivers or the total length of different types of 

rivers within a given administrative area.  

 

 

 
31 AI tools such as ChatGPT can be quite helpful for this type of exercise. However, we caution users to always 

double check answers given by AI tools, as they are prone to giving incorrect information in some situations. 

Figure 4:  Normalized Difference Vegetation Index (NDVI) for Phu Quoc, Vietnam (2022) 

 

 
 

NDVI is from MODIS, pulled from Google Earth Engine. Values for both maps are from 2022. The red mark on 

the left side of each map marks the location of the largest town/urban area on the island. The raw NDVI data is 

scaled up by 10,000. 
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Some variables vary substantially across the year due to seasonality. Continuing with our NDVI 

example, consider the island of Phu Quoc, Vietnam, in Figure 4. The maps contain NDVI values 

for two separate points in time: January of 2022 (left panel) and July of 2022 (right panel). The 

scales are identical across the two maps, showing the large differences in NDVI values, particularly 

in the middle of the island. This is because NDVI tends to vary greatly throughout the year, 

meaning the use of “mean” NDVI for the year – or at just one point in time – can be misleading. 

Therefore, we recommend matching satellite indicators to the specific month of interview data 

collection, if possible, particularly if one expects this seasonality to be important. In addition, it 

may be worthwhile to include several different possible variations of NDVI, like mean, minimum, 

maximum, and standard deviation throughout the year, as well as lagged values, when appropriate. 

We return to this point below.  

 

The resolution of the satellite data is also important. In figure 2, the NDVI colors are formed by 

small grid cells, each of which has exactly one color. In the case of the MODIS NDVI shown here, 

each grid cell is approximately 250m by 250m. The length of each edge is referred to as the 

“resolution” of the variable. Resolution differs by indicator, depending on the satellite and 

instrument that were used to capture the image it was derived from, and can be as small as several 

centimeters or as large as many kilometers. For example, TerraClimate has estimated monthly 

temperature across the entire globe from 1958 until present. 32 Many of the temperatures are 

estimated; since actual temperature observations are unavailable in many places, a model is used 

to impute them. As a result, the resolution of monthly temperature is 4 km, which is somewhat 

higher than NDVI, which is directly measured. It is important to keep resolution in mind when 

 
32 https://www.climatologylab.org/terraclimate.html 
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thinking about candidate geospatial variables, since variables with much lower resolution (larger 

grid cells) will tend to vary less across space and may be less predictive of the variance in key 

outcomes when the domains of interest are geographically small. 

 

Not all candidate variables are geospatial variables, per se. WorldPop 33  provides estimated 

population counts across space and time for many countries of the world. They also provide 

estimates for different demographic groups and across age and gender. These are constructed both 

using “bottom-up” methods from survey or microcensus data, and “top-down” methods that 

allocate reported census statistics based on building layers. If these estimates are based on older 

census data, they may be dated. WorldPop provides these data in a geospatial format, however, 

allowing users to match population estimates to survey data. We return to this point below. 

 

Another possible source of auxiliary information comes from cell phones and mobile data. 

OpenCellID offers locations of cell towers in many areas across the globe.34 More detailed cell 

data records (CDR) are sometimes available and can be quite predictive of important outcomes. 

Aiken et al. (2022), for example, show how leveraging CDR and machine learning methods can 

help governments target the poorest for humanitarian assistance. However, CDR data is highly 

confidential and, as such, access is difficult. In addition, CDR data necessarily covers only 

individuals with mobile phones – and in many contexts, only mobile phones on the network of a 

specific operator – meaning they do not necessarily represent the entire population. This can be 

particularly problematic when trying to impute outcomes in areas with no survey data. 

 

 
33 https://www.worldpop.org/ 
34 https://www.opencellid.org/downloads.php 
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The rapid improvements in machine learning with imagery has led to an explosion of open access 

data based on this imagery. A recent example is MOSAIKS, which offers a set of variables derived 

from satellite imaging and machine learning. 35  These variables are generally not directly 

interpretable, but they cover large portions (of populated areas) of the globe and can be predictive 

of many outcomes (Rolf et al., 2021). If practitioners want to be able to interpret the relationships 

between outcomes and geospatial covariates, then MOSAIKS may not be the best option. However, 

when the model’s predictive accuracy is the main concern, adding MOSAIKS features can be 

helpful. 

 

Similar to MOSAIKS are the spatial features computed by the Sp.feas package in Python.36 This 

package computes a variety of contextual spatial features, calculated by comparing pixels to their 

neighbors, that are predictive of building density, population density, poverty, and wealth (Chao 

et al, 2021; Hersh et al, 2021; Engstrom et al, 2022).   

 

Recently, Chi et al. (2022) released estimates of wealth indices at relatively fine resolutions for 

most developing countries. Some of the predictor variables were proprietary connectivity data 

from Meta. These estimates are available in formats common to geospatial variables, like raster 

files, which we cover below. 

 

Finally, we want to mention one last issue: masking. Masking is the process of removing certain 

areas from the data. Perhaps the most common type of masking is removing areas with zero 

population, although it is also common to mask based on other variables, like using only cropland, 

 
35 https://www.mosaiks.org/ 
36 https://jgrss.github.io/spfeas 

https://jgrss.github.io/spfeas
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depending on the context and goal. How the use of masking affects the accuracy of estimates is an 

ongoing research topic. When using geospatial data at very granular levels like villages or small 

grids, our experience is that masking is not a major issue, mostly because areas of zero population 

will 1) not have any survey data and 2) will not be given any weight when we aggregate predictions 

using small area estimation methods. However, masking may be important to generate more 

predictive features when using geospatial data at more aggregate levels such as subdistricts or 

districts.      

 

C. Linking geospatial data to survey data  
 

While there is now a plethora of different options available for geospatial data, a key requirement 

remains: training data. In this context, training data usually refers to household survey data that 

includes the key outcome of interest. For example, if we are interested in using SAE to improve 

estimates of poverty, we need survey data with a measure of welfare, defined as household income 

or consumption adjusted for household composition. In traditional SAE using census data, the 

training data requires additional information on proxy correlates of welfare, which is used to 

estimate a model that can then be applied to the census. For geospatial small area estimation, only 

location data is required in order to merge the geospatial data into the survey data. Thus, geospatial 

data covering the entire country is used to add strength to the survey estimates, while the subset of 

geospatial data that can be linked geographically to the sample is used to train the model.  

 

The resolution at which identifying location information is available is also important. Having the 

geocoordinates of household residences is ideal, but is rarely available due to confidentiality 

restrictions, though this is not always true for NSOs themselves. More commonly obtainable are 
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geocoordinates at the enumeration area level. In other cases, survey data is linked to geospatial 

data based on administrative identifiers. In that case, it is best if identifiers can be obtained at a 

highly disaggregated level such as a village. This enables geospatial data to be extracted at a 

granular level. Linking more disaggregated geographic data generates more precise and accurate 

estimates and can also be useful to detect and partially correct for errors due to a non-representative 

sample. A less desirable but still feasible solution is to use survey identifiers at the target area level. 

Geospatial data can then be incorporated into area-level small area estimation models. However, 

area-level models based on geospatial variables are usually less accurate and precise, and we 

advise practitioners to link geospatial data at the lowest level possible.37  

 

The size and nature of the training data are also important. Particularly when using more flexible 

machine learning methods to estimate models, more training data can be used to build richer 

models that yield more accurate estimates. Supplementing household survey data with partial 

registries that collect proxy outcomes from households can greatly improve the accuracy of welfare 

estimation based on geospatial variables (Gualavisi and Newhouse, 2024). 

 

A shapefile is the key tool that can help integrate survey and geospatial data in many contexts.  A 

shapefile is essentially a list of each administrative area and its corresponding geography expressed 

in georeferenced polygons.  All the maps in the previous sections were created with shapefiles. 

How do we integrate the survey data with a shapefile? There are two possibilities. The first is for 

the shapefile and the survey data to include the same identifiers. In Malawi, we can match 

households to the shapefile using the Enumeration Area identifier, since they are consistent across 

 
37 The optimal level at which to link geospatial indicators and survey data is a topic of ongoing research. We have 

found encouraging results when linking calculating zonal statistics over     
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the two data sources. However, this is not always the case; sometimes identifiers change across 

years, for example. In other cases, the lowest level of aggregation may not be low enough to allow 

for more accurate SAE methods. For example, the Indian National Sample Survey (NSS) only has 

district-level identifiers, meaning that linking geospatial data at more disaggregated levels for SAE 

is not possible. However, area-level models with masked geospatial indicators could in theory be 

used to improve the accuracy and precision of the district-level estimates from the sample.   

 

The second option for linking survey and geospatial data is using GPS coordinates. Nowadays, it 

is quite common for datasets to include geographic coordinates for enumeration areas. To protect 

the identity of respondents, these geographic coordinates are often randomly offset (jittered) by a 

small amount – usually between one and five kilometers – but generally allow for acceptable 

matching with a shapefile. In fact, recent research indicates that random jittering has little impact 

for poverty and wealth mapping (Burke et al, 2021, Van der Weide et al., 2024). Thankfully, the 

list of household surveys with jittered GPS coordinates is large and growing. Many newer DHS 

surveys include GPS coordinates, as do most of the World Bank-backed LSMS surveys. The 

inclusion of jittered coordinates in DHS data has enabled the publication of modeled estimates of 

outcomes at the raster level from selected DHS surveys in the DHS spatial repository. We 

encourage national statistical offices considering integrating geospatial data into survey data to 

collect the most granular geographic information possible, while still protecting the identity of 

survey respondents. Jittered GPS coordinates are one way to do this. 

 

IV. Geospatial SAE methods 
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A. Methods for integrating geospatial and survey data   
This section turns to different analytical models, methods, and software packages that can be used 

for small area estimation with geospatial data. This includes the selection of predictors, 

transformations, models, and generating point and uncertainty estimates.  While much of the 

discussion is relevant to small area estimation in general, we focus on cases where geospatial data 

is used as auxiliary data. An important caveat with any discussion of alternative methodologies for 

SAE is that the relative performance of different methods depends on the underlying structure of 

the sample and auxiliary data, in ways that are not yet fully understood. Because different models 

can perform better or worse in different contexts, general claims regarding the superiority of 

estimates generated from one method or model compared with others should be treated with 

appropriate skepticism. We therefore present a variety of methods which have been shown to work 

well in different applications and are supported by well-documented software packages.    

 

To help fix ideas, we return to the example generating small area poverty estimates in Malawi. 

The household survey is considered to be representative for the 32 districts in the country, but we 

are interested in estimating poverty or wealth indicators for the 420 Traditional Authorities, which 

comprise the “target area”. There is also an administrative unit below that, the enumeration area 

(EA), of which there are 18,700. Geospatial data can be linked to survey or census data at this EA 

level, using available shapefiles. We refer to EAs in this context as the subarea, which is the lowest 

administrative level at which geospatial data can be linked to survey data.   

 

A.1. Fay-Herriot models  
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We start by considering common small area models that can be estimated using existing software 

packages. One early model in this class was proposed by Fay and Herriot (Fay and Herriot, 1979) 

and can be described as follows:  

�̂�𝑎 = 𝑋𝑎
′𝛽 + 𝜂𝑎 + 𝜀𝑎 

where �̂�𝑎  represents the survey-weighted poverty rate in area a, 𝑋𝑎  is a vector of predictor 

variables aggregated to the area level, 𝜂𝑎 is an area random effect, and 𝜀𝑎 is the sampling error of 

�̂�𝑎.38 The random effects and sampling errors are assumed to be independent normally distributed 

with zero means and unknown random effect variance 𝜎𝜂
2 and known sampling variances 𝜎𝜀𝑎

2 , 

respectively. Like most small area estimation models currently used, this type of model assumes 

spatial homogeneity, in the sense that both on the vector of unknown regression coefficients 𝛽1and 

the random effects variance component 𝜎𝜂
2are assumed to be the same for all small areas to be 

pooled. However, the variance component 𝜎𝜀𝑎
2  varies across areas, allowing for one element of 

spatial heterogeneity. The area-level poverty estimates can be estimated using a linear model, as 

is done by the Small-Area Income and Poverty Estimates (SAIPE) program in the US Census 

Bureau. It is also common to take transformations, such as logarithmic transformation, which can 

facilitate variance smoothing (see, e.g., Fay and Herriott, 1979) or the arcsin transformation to 

stabilize the variance and to ensure the small area estimates are within the admissible range (see, 

e.g., Efron and Morris, 1975;  Casas-Cordero et al. , 2016).  

 

 
38 We use the term random effect throughout this document according to its statistical definition, which differs from 

the common use of the term by econometricians (Baltagi, 2002). In particular, the statistical definition, unlike the 

econometric definition, does not necessarily assume that random effects are distributed with mean zero and are 

independent of predictor variables. Although the statistical definition makes weaker assumptions than the 

econometric definition, including contextual variables in the model can nonetheless improve model accuracy.    
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The Fay-Herriot model has spawned a large literature and has been a workhorse model for small 

area estimation for decades. It is implemented with several useful estimation options in the povmap 

and EMDI packages in R, as well as the fayharriott (Halbmeier er al, 2019) and fhsae commands 

in Stata. However, area level models suffer from a key drawback in some SAE applications: They 

require that all data be aggregated to the target area level. For example, if we wanted to use 

nightlights as a predictor in an area level model, we would need to aggregate nightlights to the area 

level. This means we lose much of the possibly predictive heterogeneity in features that are 

available at lower levels. In addition, the Fay-Herriot model cannot generate predictions within 

areas, which can greatly harm accuracy in cases where the sample is subject to selection bias within 

target areas. Since target areas are often much larger than sub-areas, including in the Malawian 

context, we recommend the use of auxiliary data at the lowest available level possible.   

  

In the Fay-Herriot model, the sampling variances are assumed to be known.  But in practice, they 

are not known and need to be estimated. Best practice is to estimate these area sampling variances 

using variance smoothing techniques such as the ones proposed by Fay and Herriot (1979), Otto 

and Bell (1995), Bell et al. (2007), Ha et al. (2014), Hawala and Lahiri (2018), and You (2021). 

This is a non-trivial exercise and has not yet been implemented, as far as we know, in any of the 

available software packages. Another issue with such modeling is that measures of uncertainty of 

EBP or Hierarchical Bayes (HB) such as MSE estimates or posterior variances fail to incorporate 

the additional variability incurred due to estimation of sampling variances because the sampling 

variances are, again, assumed to be known. This can underestimate measures of uncertainty 

associated with the estimates. One can also use a method that explicitly accounts for this 



32 

 

uncertainty, as in You and Chapman (2006), though we are not aware of software that implements 

this.   

 

A final concern with area-level models is that the random effect variance estimates, when using 

standard estimation techniques such as maximum likelihood and residual likelihood, may be zero. 

This is particularly likely to occur when the true variance of the random is close to zero or the 

number of small areas to be pooled is small. This can cause an overshrinkage problem, in the sense 

that the estimate will come purely from the synthetic prediction without giving any weight to the 

direct sample estimate. A solution to overcome this problem was proposed by Li and Lahiri (2010) 

(also see Yashimori and Lahiri, 2014) and subsequently used by Casas-Cordero et al. (2016) in 

implementing an area-level EBP-based method for small area estimation of poverty in Chile. This 

solution has been implemented in the emdi and povmap packages in R, as well as the fayherriot 

package in Stata, and is recommended to avoid cases where the estimated variance of the random 

effect is zero.39 

 

A.2. Sub-area and unit-context models   
 

Two other classes of unit-level models are a preferred alternative to area-level models when recent 

population census data are not available and auxiliary data are available at a level below the target 

area. These models, unlike the area level model, can utilize the auxiliary data at the more 

disaggregated sub-area level, leading to more precise and accurate estimates. The first is referred 

 
39 An alternative solution in the case where the estimated random effect is close to zero is to omit the random effects 

and use purely synthetic estimates.  
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to as a “sub-area model”, where outcomes are modeled at the subarea level, such as EAs in Malawi  

and then predictions are aggregated up to the area level (Van der Weide et al, 2024).   

 

Such a model can be written as follows:  

𝐺(�̂�𝑎𝑠) = 𝑋𝑎𝑠
′ 𝛽1 + 𝑋𝑎

′𝛽2 + 𝜂𝑎 + 𝜀𝑎𝑠, 

where 𝐺(�̂�𝑎𝑠) is a transformation of survey-weighted proportion �̂�𝑎𝑠 ; 𝑋𝑎𝑠  is a vector known sub-

area level predictor variables; 𝑋𝑎 is a vector of known area level predictor variables; 𝜂𝑎 is an area 

random effect, while 𝜀𝑎𝑠 is a sub-area specific sampling error term. The error terms 𝜂𝑎 and  𝜀𝑎𝑠   

are assumed to be independently normally distributed with zero means, zero covariance, unknown 

random effect variance 𝜎𝜂
2 and a sub-area level error term 𝜎𝜀𝑎𝑠

2  that captures both model error and 

sampling error. The spatial homogeneity assumption applies both to the vector of unknown 

regression coefficients 𝛽1 and 𝛽2 and the random effects variance component 𝜎𝜂
2 , which are 

assumed to be the same for all areas. 40  Since �̂�𝑎𝑠  is a proportion, the arcsin transformation 

implemented in the R povmap package may be suggested, which sets 𝐺(�̂�𝑎𝑠) = arcsin(√�̂�𝑎𝑠).  

 

A second class of models that can incorporate sub-area level predictors is sometimes referred to 

as a “unit-context model,” where outcomes are modelled at the household level as a function of 

predictors at a more aggregate level (e.g. Lange et al, 2022, Masaki et al., 2022).  This can be 

viewed as a special case on the nested error unit-level model proposed by Battese et al. (1988), 

where household-level predictor variables are not used.  Unit-context models are well-suited to 

 
40 Differences in sample sizes across sub-areas, if they exist, would lead to heteroscedasticity in the sub-area error 

term.  It may be helpful to adjust the weights to take this into account, in order to give greater weight to sub-areas 

that have more precise direct estimates of poverty.  
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predicting non-linear functions of underlying continuous variables, such as poverty or stunting 

rates. A one-fold unit-context nested error model can be written as follows:  

𝐺(𝑌𝑎𝑠𝑖) = 𝑋𝑎𝑠
′ 𝛽1 + 𝑋𝑎

′𝛽2 + 𝜂𝑎 + 𝜀𝑎𝑠𝑖, 

where 𝑌𝑎𝑠𝑖  is a monetary welfare measure, namely household size-adjusted income or 

consumption, for household i living in sub-area s, within target area a; 𝑋𝑎𝑠  are sub-area level 

geospatial indicators; as before 𝑋𝑎 are the same variables aggregated to the target area level. The 

error terms 𝜂𝑎 and  𝜀𝑎𝑠𝑖   are assumed to be independently normally distributed with zero means, 

zero covariance, unknown random effect variance 𝜎𝜂
2 and error variances 𝜎𝜀

2. Spatial homogeneity 

is assumed both for the vector of unknown regression coefficients 𝛽1and 𝛽2and the variance 

components 𝜎𝜂
2 and 𝜎𝜀

2.  

 

Meanwhile, a two-fold unit-context model adds a sub-area random effect to the model, and can be 

written as follows:  

𝐺(𝑌𝑎𝑠𝑖) = 𝑋𝑎𝑠
′ 𝛽1 + 𝑋𝑎

′𝛽2 + 𝜂𝑎 + 𝑣𝑎𝑠 + 𝜀𝑎𝑠𝑖, 

where  𝜂𝑎 and   𝜀𝑎𝑠𝑖 are defined as in the preceding model; 𝑣𝑎𝑠 are subarea specific random effects, 

which are independent of 𝜂𝑎 and   𝜀𝑎𝑠𝑖 ,and assumed to be independently normally distributed 

with zero means and unknown variances 𝜎𝑣
2 and 𝜎𝜀

2.  

 

The two-fold model has also been implemented in the forthcoming version 2.0 of the R povmap 

package and the Stata SAE package, though the latter does not at the time of this writing allow for 

the use of sample weights when estimating the two-fold model. When the surveys are random 

probability surveys drawn from the full population, the two-fold model tends to produce slightly 

more accurate point estimates, and more accurate estimates of uncertainty, than the one-fold model. 
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The two-fold model produces more accurate estimates of uncertainty because it explicitly models 

the correlation in the error term within sub-areas.   

 

When implementing a unit-context model, the population data will typically contain identical 

information for each household within each subarea. This is because the auxiliary data is linked to 

the household data at the subarea, ensuring that each household within that subarea has identical 

values of the predictor variables (e.g. a single night-time lights value applies to all households in 

each subarea). This commonly occurs when using geospatial data linked to the survey at the sub-

area level such as an enumeration area or grid. It can be tempting when implementing this model 

to drop duplicate records within each sub-area in the census data, such that the census data consists 

of one “representative household” per sub-area. Because population weights can be specified in 

many software packages, setting population weights equal to the estimated population of the sub-

area would ensure proper weighting when aggregating in this case. Furthermore, dropping 

duplicate households in the census data greatly reduces computation costs, and generally has minor 

impacts on point estimates if the number of Monte Carlo replications is sufficiently large.41 

However, this procedure, if implemented naively, will increase estimates of Mean Squared Error. 

Therefore, when estimating Mean Squared Error for unit-context models, one should either include 

all units in the census data (including duplicates) or use the MSE_pop_weights feature 

implemented in the R povmap package. This option instructs the algorithm to treat each 

observation in the census data as if contains duplicates when generating MSE estimates, which 

saves substantial computation time.   

 
41 For example, selecting L=100 replications will on average approximate each sub-area’s headcount poverty rate to 

the nearest integer value. When specifying analytic rather than Monte Carlo calculations for point estimates 

Dropping duplicate observations has no impact on the point estimates.  
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In addition, when estimating unit-context models for poverty prediction, it is particularly important 

to use a weighting method that generates accurate estimates of the variance components. Because 

poverty is a non-linear function of the dependent variable, bias in the estimated variance 

components will lead to biased estimates of poverty.  The EMDI and Povmap R packages 

implement two types of weighting methods to adjust for survey weights when estimating the model: 

A procedure developed by Guadarrama et al (2018), and a procedure developed and implemented 

by Bates et al (2014) in the nlme and lme4 R packages. Each of these methods has a notable 

shortcoming. The Guadarrama et al (2018) method incorporates sample weights when estimating 

model coefficients but not when estimating the variance components 𝜎𝑣
2 and 𝜎𝜀

2 . This will lead to 

bias in the estimated variance components in the typical case that the variance of the residual is 

correlated with the weights, and this bias can be substantial depending on the nature of the data 

(Edochie et al, 2024). Meanwhile, the Bates et al (2014) et al method does not fully account for 

weights when determining the weight to give the survey data vis-à-vis model predictions, and 

therefore gives too much weight to the sample when estimating the mean of the random effect. 

However, this does not necessarily cause systematic bias, and all other parameters are estimated 

in a way that adjusts for weights. We therefore think it is reasonable to use “nlme weights” when 

estimating nonlinear functions of the dependent variable, as is the case when estimating poverty 

rates using a model that predicts household consumption or income. In addition, Povmap 2.0 will 

implement a new experimental method called “hybrid weights” that may improve on both the 

Bates et al (2014) and the Guadarrama et al (2018) methods by combining elements of both, 

although this requires further theoretical and empirical investigation.   
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When generating SAE estimates, estimates for out of sample areas are consistently less accurate 

than those for sampled areas (Newhouse, 2024, Merfeld and Newhouse, 2022, Edochie et al, 2024). 

This is partly due to “informative sampling bias” as identified by Pfeffermann and Sverchkov 

(2007). In simple terms, this bias is generated when a model estimated in a non-representative 

sample is used to extrapolate predictions into non-sampled target areas. Applying sample weights 

cannot fully correct for this bias because the sample is not representative of the non-sampled areas. 

Cho et al (2024) offers a promising way to adjust for this type of bias, building off the work of 

Pfeffermann and Sverchkov (2007). However, this bias-correction method has not yet been 

implemented in user-friendly software. Another important reason why estimates in out-of-sampled 

areas are less accurate than those in sampled areas is that the former are purely synthetic estimates 

that do not benefit from conditioning on the survey data.  For both of these reasons, small area 

estimates generated for out-of-sample areas should be treated with appropriate caution (Edochie 

et al, 2024).   

 

These issues pertain to an active debate in the literature on whether “unit-context models” are 

inherently biased. Corral et al (2021) argue that unit-context models produce bias analogous to an 

omitted variable bias, resulting from using the area averages of explanatory variables instead of 

household level variables. However, other evaluations consistently find that unit-context models, 

relative to unit-level models, exhibit minor bias in sampled areas but are substantially downwardly 

biased in out-of-sample areas (Masaki et al, 2022, Newhouse et al, 2022, Edochie et al, 2024). The 

two issues discussed above can explain these seemingly contradictory findings. First, Corral et al 

(2021) used a weighting method implemented by Van der Weide (2014), which like Guadarrama 

et al (2018) did not adjust for weights when estimating the variance components. As noted above, 
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this will typically introduce systematic bias into small area estimates of nonlinear indicators. Other 

implementations of the unit-context model to estimate poverty have found little bias in sampled 

areas when using the “nlme” weighting method developed by Bates et al (2015). Another 

consideration is bias in out-of-sample areas. Corral et al (2021) did not separately evaluate the 

extent of bias in sampled and non-sampled areas, although they report significantly greater bias in 

less populated deciles of areas which contain a larger share of non-sampled areas. It is therefore 

plausible that part of the bias reported in Corral et al (2021) is in fact due to “informative sampling 

bias” in non-sampled areas, as documented by Pfeffermann and Sverchkov (2007). This type of 

bias is common to all small area estimation methods currently in use and its magnitude depends 

on several factors including the level at which the auxiliary data is specified. Ongoing research 

will contribute new evidence on the extent to which unit-context models are biased in sampled 

areas when estimating variance components using the “nlme” and “hybrid” weighting method.  

 

Finally, when considering which type of method to use, the quality of the sample and auxiliary 

data sources is also a major factor. For example, simulation studies in Chen et al (2024) show that 

unit-context models produce significantly more accurate estimates than unit-level models when 

the means of the auxiliary variables are different from their true values.  In some contexts, the use 

of unit-context models with geospatial data may give more accurate estimates than estimates based 

on old census data or when household characteristics in the sample are collected with error. 

Therefore, it is difficult to posit general rules about the accuracy of estimates produced by different 

methods and models, although as noted above there tend to be benefits to using auxiliary data at 

more disaggregated geographic levels when possible.  
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A.3. High-Dimensional Parameter EBP models   
 

The majority of SAE models, including the ones proposed in three highly cited small area 

estimation papers – Efron and Morris (1975), Fay and Herriot (1979) and Battese et al. (1988) --- 

incorporate spatial heterogeneity only through area-specific intercepts. Therefore, the regression 

coefficients and variance components are assumed to be the same for all areas. This implies these 

models assume that the correlation between geospatial indicators such as night-time lights or urban 

extent and the outcome of interest is the same for all areas. In addition, the variance of the 

idiosyncratic error term is assumed to be the same for all areas, as is the variance of the area 

random effect before any shrinkage occurs. This is an important assumption, and it may not always 

be reasonable to assume that the same model parameters (e.g., slopes and sampling variances) 

apply for all areas when pooling a large number of small areas, even when the model includes 

area-specific random intercepts (Tarozzi and Deaton, 2009). 

 

Because of the spatial homogeneity assumptions, determining which small areas should be pooled 

is an important problem. In particular, it may be useful to pool areas that are expected to be more 

homogenous with respect to slopes and sampling variances, when estimating SAE models. This is 

because spatially homogeneous models can perform poorly when there is a lot of heterogeneity in 

the underlying true model, such as cases where night-time lights are associated with larger welfare 

in one area but negatively in another. Hobza and Morales (2013) relax the spatial homogeneity 

assumption by estimating a model that includes random area-specific slopes in addition to random 

area-specific intercepts.  Lahiri and Salvati (2023) propose a flexible model that allows for area-

specific fixed slope coefficients, as well as heteroscedastic error terms.  A data driven technique 

based on area specific estimating equations that use data from all small areas is used to generate 
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small area estimates that are robust against model misspecifications. Both of these methods 

perform much better than standard EBP in settings in which there is a lot of heterogeneity in the 

true model across small areas. The high dimensional parameter method proposed by Lahiri and 

Salvati (2023) will be implemented in the forthcoming version 2.0 of the R povmap package.     

 

A.4. Flexible Machine Learning Methods  
 

Another class of models uses more flexible tree-based machine learning methods instead of a linear 

model. One approach involves using machine learning methods such as extreme gradient boosting 

to predict the outcome directly (Chi et al., 2021; Mcbride et al., 2022; Merfeld et al., 2023). The 

second involves Mixed Effect Random Forest (MERF) models or Mixed Effect Gradient Boosting 

(Krennmair and Schmid, 2022, Messer and Schmid 2024), which allows for a random effect in a 

random forest or gradient boosting framework. As noted in the introduction, deep learning methods 

such as Convolutional Neural Networks and Transformer models can also be used for prediction, 

but are much more challenging to implement.  

 

We briefly describe tree-based machine learning based methods. In what follows, r denotes the 

region that contains area a, and data from all regions can be used for small area estimation. Extreme 

gradient boosting methods can be written as follows: 

 �̂�𝑟𝑎𝑠 = ∑ 𝑓𝑚(𝑋𝑟𝑎𝑠, 𝑋𝑟𝑎, 𝑋𝑟)
𝑀
𝑚=1 , 

where each f𝑚  is a random forest prediction function, �̂�𝑟𝑎𝑠 are predictors specified at the sub-area 

level, �̂�𝑟𝑎 are predictors specified at the area level, and �̂�𝑟 are dummies specified at the regional 

(i.e. representative) level.  
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The MERF sub-area model can be written as follows:  

�̂�𝑟𝑎𝑠 = 𝑓(𝑋𝑟𝑎𝑠. 𝑋𝑟𝑎, 𝑋𝑟) + 𝜂𝑟𝑎 + 𝜀𝑟𝑎𝑠, 

where 𝑓( ) is a random forest prediction function; 𝜂𝑟𝑎is an area random effect; and 𝜀𝑟𝑎𝑠  is a 

stochastic error term.  

 

Finally, the MEGB sub-area model combines these two approaches and can be written as follows:  

 �̂�𝑟𝑎𝑠 = ∑ 𝑓𝑚(𝑋𝑟𝑎𝑠, 𝑋𝑟𝑎, 𝑋𝑟)
𝑀
𝑚=1 + 𝜂𝑟𝑎 + 𝜀𝑟𝑎𝑠 

 

These three machine methods differ from traditional EBP methods and each other in three ways. 

The first is the use of random effects, which are present in the MERF and MEGB methods but not 

in standard implementations of extreme gradient boosting. The random effects use an EBP 

framework that essentially “updates” the survey estimates with the synthetic prediction using the 

auxiliary data. This appropriately gives the survey data more weight, relative to the predictions, in 

target areas where there are more surveyed households. The second is the calculation of uncertainty. 

Estimating uncertainty properly for gradient boosting models is still an area of active research, 

although the same type of cluster bootstrap approach used to estimate uncertainty for MERFs has 

shown promising results in simulations (Krennamir and Schmid, 2022, Merfeld and Newhouse, 

2023). The third dimension on which these approaches differ is that the machine learning 

approaches use more flexible tree-based modeling approaches. These tend to be more accurate 

when there is sufficient training data because they are more flexible with regards to modeling 

interactions and are more robust to outliers.42 In general, the relative accuracy of these different 

methods depends on the sample and population data; the relationship between the nature of the 

 
42 However, the extent to which newer deep learning methods are robust to outliers is not yet well understood.  
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sample and auxiliary data, and how the machine learning model is “tuned”. Tuning involves the 

algorithm used to determine the optimal value of hyperparameters in the model, which is an 

important facet of the method. In general, the accuracy of estimates produced by different methods 

is not fully understood and is an active area of research.    

 

B.  Choosing a method   
 

Unfortunately, there is limited empirical evidence from design-based simulations using census 

data on the relative accuracy of these different methods. With respect to the choice of geospatial 

features relative to deep learning approaches that use raw imagery, both Engstrom et al (2022) and 

Ayush et al (2024) find that predictions based on specific geospatial features derived from satellite 

data perform as well if not better than deep learning approaches. However, Zheng et al 

(forthcoming) finds that deep learning approaches perform at least as well as using interpretable 

geospatial features and sometimes significantly better for granular predictions. Therefore, for 

highly granular predictions at the village or grid level, deep learning approaches are recommended 

in cases where accuracy is a primary concern, sufficient training data exist, uncertainty estimates 

are not required, and the required expertise and computing power are available.  

 

When generating predictions for more aggregate levels, such as districts and sub-districts, both 

linear EBP models and XGboost are a viable choice. XGboost methods can provide similar 

accuracy in design-based simulations (Merfeld and Newhouse, 2022) but linear EBP models have 

the advantage of being design-consistent, in that the estimates converge to the true value as the 

sample size becomes large. With respect to the choice between different types of EBP models, a 

key factor is the level at which the auxiliary data is available. Specifically, using auxiliary data at 
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a more disaggregated data tends to give more accurate estimates. In particular, geospatial data at a 

highly disaggregated administrative level akin to a village (Masaki et al, 2023, Newhouse and 

Merfeld, 2022) or small grid level (Edochie et al, 2024), whether used in sub-area or unit-context 

models, tend to generate more accurate estimates than estimates derived from area-level models 

or unit-context models that use highly aggregated predictors (Newhouse, 2024). The loss in 

accuracy when using an area-level model can be large, particularly when the sample is non-random 

and therefore does not accurately represent the population, as can occur when conflict areas are 

inaccessible (Edochie et al, 2024). Finally, sub-area models and unit-context models tend to give 

similar results, because they use the same predictor variables. However, unit-context models 

appear to give slightly more accurate estimates of poverty and wealth than sub-area models in 

cases where they have been evaluated, perhaps because they model a continuous variable and 

therefore preserve more information. (Masaki et al, 2023, Newhouse et al, 2022, Edochie et al, 

2024)  

 

Accuracy, however, is not necessarily the only criterion for selecting a method, as parsimony and 

explainability are also relevant in many settings (Efron, 2020). Parsimony refers to models that 

have a relatively small number of parameters that can be more easily communicated and 

documented, while explainability refers to the ease of communicating how the model works and 

understanding how changes in model predictions are influenced by ceteris paribus changes in 

individual predictors. Empirical Best Predictor (EBP) methods implemented on linear mixed 

models are parsimonious, more explainable, and far simpler to communicate than machine 

learning models, since they are based on linear regressions coefficients. Nonetheless, linear 

regressions are not always easy to interpret. For example, it is common to include many variations 
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of a single variable as predictors – current, annual mean, annual maximum, and annual minimum 

NDVI, for example. Interpreting the coefficients of current NDVI when controlling for these 

annual values is not straightforward, and even less so when also including other variables that are 

highly correlated with NDVI. In addition, the transformations common in linear mixed models 

make the magnitudes of the coefficients more challenging to interpret and communicate. The 

choice of whether to use machine learning or tree-based methods therefore depends on the data 

context, as well as the preferences of the intended users of these estimates.  

 

C. Selecting predictors and evaluating assumptions 
 

As is probably clear, thousands of geospatial indicators can be created using publicly available 

data alone. For example, just for NDVI, one can calculate the average annual minimum, maximum, 

mean, and standard deviation; the current annual minimum, maximum, mean, and standard 

deviation; the current month’s value; the previous month’s value; and the same statistics at higher 

levels of aggregation (for example, we can calculate these values at both the subarea and the area 

level). With such a wide array of possible predictors, a key potential problem emerges: overfitting. 

While adding more variables will make the estimation more accurate within the sample, it can lead 

to poor predictions out of sample by essentially modelling noise in the sample. Another way to 

think about this is, with enough covariates, one could model outcomes nearly perfectly in the 

sample even when there is lots of measurement error; the out of sample predictions, however, 

would likely be inaccurate. 

 

To help avoid this, many practitioners first use model selection procedures like the least absolute 

shrinkage and selection operator, commonly called lasso (or LASSO), especially when working 
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with linear models (Tibshirani, 1996).43 Lasso works by selecting a set of features (covariates) that 

offer the best predictions. Since LASSO has not yet been integrated into small area estimation 

packages, we suggest using LASSO as one criteria to select the model, and then estimating the 

model with the selected covariates. To determine the number of variables to select, LASSO often 

relies on a process known as cross-validation, where a model is fit on a subset of available training 

data and then predictions are generated on the rest of the training data, allowing for an estimate of 

accuracy. This process is repeated multiple times using different subsets and held-out subsets and 

the set of covariates that best predict, on average, across these different subsets are then used in 

the subsequent SAE model. Cross-validated LASSO has been implemented both in Stata and in 

the R glmnet package. However, Stata has implemented an alternative procedure that minimizes 

the Bayesian Information Criterion (Schwarz, 1978), based on coefficients that are not shrunk 

towards zero (Zhang et al, 2010). This variant of LASSO may, therefore, be better suited for the 

type of variable selection exercise considered in this context, in which LASSO is used purely for 

selecting predictors to use in a mixed model. Yet another variant of LASSO, implemented in the 

glmmLasso package in R, can include random area-specific intercepts.  Theoretically, this is an 

appealing procedure because of its consistency with the structure of the mixed models used for 

small area estimation. However, we know of no evidence that selecting models using mixed model 

LASSO procedure makes a large difference in practical settings. Regardless of the exact variant 

of LASSO used, LASSO avoids overfitting the sample data by selecting models with similar values 

of in and out of sample R2. Both Stata and R allow one to specify variables that are not penalized 

when performing LASSO. This can be useful to include the full set of regional dummies in the 

regression, where the region is a highly aggregate level such as the state or province for which 

 
43 Many machine learning algorithms apply similar methods to help avoid overfitting. Many of these methods involve 

introducing randomness into the algorithm, though there are algorithms that incorporate lasso-like procedures, as well. 
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survey estimates are reliable. We generally recommend including these regional dummies in 

geospatial models, to better account for heterogeneity across regions and select a model optimized 

for predicting within-region variation in the outcome.  

 

The role of multicollinearity in model selection can be confusing.  Multicollinearity occurs when 

two variables that are highly correlated are included in the model, such as average night-time lights 

and its square. This makes the estimated coefficients on these variables imprecise, because their 

conditional correlations are difficult to distinguish. However, multicollinearity does not increase 

the variance of the prediction itself.44 This is because the accuracy of the prediction depends only 

on the full set of predictors used in the model, and not on the precision of the estimated coefficients 

for individual predictors. Dropping a collinear variable reduces the geometric space spanned by 

the predictors, which will slightly reduce in-sample predictive performance. If one is using a model 

selected by LASSO, with similar values for in and out of sample R2, dropping collinear variables 

will lead to a slightly underfit model, which will slightly reduce the accuracy of the estimates. 

Removing highly collinear variables, however, can improve predictive performance if the joint 

relationship between the collinear variables is different in the sample used to estimate the model 

than the rest of the population. This is particularly likely to occur when predicting into non-

sampled target areas that are systematically different from sampled areas, for example because 

they are less populated and therefore less likely to be sampled. In these cases, including highly 

collinear predictors can reduce the accuracy of these predictions (Dormann et al, 2013). Therefore, 

whether to include or exclude highly collinear variables following LASSO depends on the context 

and judgment of the modeler.  

 
44 See Weiss (2012) and Askin (1982). Mechanically, this occurs because of the estimated covariances between the 

coefficients of highly collinear predictors are large and negative.   



47 

 

 

The use of  LASSO or other automated selection procedures is useful when using variants of linear 

models, such as linear mixed models. Some newer SAE methods that use machine learning 

methods – like XGBoost as utilized by Chi et al (2022) and Merfeld and Newhouse (2023) – do 

not require selecting variables before estimating the model, because they include alternative 

procedures to prevent overfitting. We provide examples of this below.45 

 

When using LASSO, it can be useful to examine the marginal area R2 of the model. This is defined 

as 𝑐𝑜𝑟(�̅�𝑟𝑎, �̅�𝑟𝑎�̂�)
2
, or the squared correlation, across areas, between the average of the dependent 

variable and the average prediction for each target area. This differs from a standard R2 measure 

that the variation explained across units in the sample. Marginal area R2 better reflects the accuracy 

of area level estimates derived from the model than the standard unit R2 measure, because 

predictions derived from the model are ultimately aggregated to the target area level. When 

estimating EBP models, two measures of R2 are typically reported, the marginal and conditional 

R2. The marginal area R2 considers only the portion of the prediction due to the means of the 

predictor variables (�̅�𝑟𝑎), as opposed to the conditional area R2  which also includes the mean of 

the random effect and is defined as 𝑐𝑜𝑟(�̅�𝑟𝑎, �̅�𝑟𝑎�̂� + 𝐸[𝜂𝑟𝑎])
2
.    

 

Kim et al (forthcoming) selects geospatial variables for small area estimation of a variety of human 

capital outcomes using LASSO. When considering 1900 samples covering 19 different outcomes 

 
45 A method closely related to lasso is ridge regression. Unlike lasso, ridge does not select different features. Instead, 

it shrinks the size of the coefficients to prevent overfitting. However, we are not aware of any packages that allow for 

implementation of ridge regression in the SAE context. Another option, called elastic nets, is a combination of both 

ridge and lasso. 
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and removing all cases where the marginal area R2 of the model is lower than 0.05, the model-

based estimates are more accurate than direct estimates in all but 4 cases. The specific threshold 

of 0.05 is not intended to be used as a general rule of thumb, as the minimum marginal area R2 

required to guarantee an improvement over direct estimates depends on the size of the sample 

relative to the population. Nonetheless, partly because of that result, we recommend first utilizing 

a model selection method that avoids overfitting such as the LASSO, which approximately 

equalizes the model’s in and out-of-sample R2. Then, imposing a minimum standard with respect 

to the marginal area R2 can help ensure that the model-based estimates meet a minimum standard 

of quality and improve on direct estimates.   

 

Finally, when estimating commonly used EBP models that assume normality, it is important to 

check that model residuals follow a distribution that is approximately normal. This is because EBP 

models currently in use assume that the error terms follow a normal distribution. For example, if 

the observed residuals are heavily right-skewed, assuming normality can seriously underestimate 

poverty headcount estimates on average. For non-linear indicators such as headcount poverty, 

kurtosis that deviates from the value of 3 associated with the normal distribution can also cause 

bias. For example, if the observed residuals have excess kurtosis (heavy tails), the model will not 

properly account for this and underestimate the likelihood of a low value of household income or 

consumption, systematically underestimating poverty rates. As discussed below in section IV.D, 

utilizing transformations effectively can help make the distribution of the error term more normal, 

and we encourage practitioners to experiment with a variety of transformations to see which 

generates residuals that most closely follow a normal distribution. Checking that the estimated 

skewness and kurtosis of the sample residuals meet minimum standards can also be useful. As one 
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example, the analysis in Kim et al (forthcoming) discards cases where the skewness of the residuals 

exceeds 5 or the kurtosis exceeds 50. While these thresholds are arbitrary, imposing them 

prevented estimation in a small number of samples in which the residuals in EBP models deviated 

greatly from normality and heavily biased the resulting estimates.  Comparing the unweighted 

mean across areas of direct estimates with model-based estimates is also a useful check to ensure 

that the bias in model estimates generated by assuming normal residuals is manageable.   

    

D. Point Estimates and Associated Uncertainty Estimates  

 

It is important to estimate a measure of uncertainty around the point estimate for a given outcome 

of interest, in part to verify that estimates are sufficiently precise to publish. Consider a one-fold 

nested error regression model, estimated at the household level: 

 𝑓(𝑌𝑎𝑠𝑖) = 𝛽𝑋𝑎𝑠 + 𝛾𝑋𝑎 + 𝜂𝑎 + 𝜀𝑎𝑠𝑖 , (1) 

where 𝑓(𝑌𝑎𝑠𝑖) is a (possible) transformation of the outcome of interest 𝑌𝑎𝑠𝑖 , for household 𝑖 in 

subarea 𝑠 in area 𝑎; 𝑋𝑎𝑠 is a set of subarea-level covariates; 𝑋𝑎 is a set of area-level covariates; 𝜂𝑎 

is a random effect, specified at the area level; and 𝜀𝑎𝑠𝑖 is a household-level error term. In practice, 

we recommend to also include higher-level dummies for regions for which the survey data is 

considered representative; in Mexico, for example, one can include state-level dummies as 

predictors, while in Malawi, one could include district-level dummies as predictors. 

 

To generate point estimates of different indicators, software packages typically use Monte-Carlo 

approaches, where 𝜂𝑎 and 𝜀𝑎𝑠𝑖 are drawn L times from their estimated distributions. Estimates, 

such as EBP of poverty rates, are calculated for each replication and then aggregated to target areas 

and averaged across replications. The advantage of this approach is that it can be used to obtain 
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any indicator derived from the underlying population, including inequality measures. The default 

value of L in the povmap package is 50, although using L=100 is also common. An attractive 

alternative is to obtain analytic solutions of the conditional expectations of the parameters of 

interest under the assumed mixed model without Monte-Carlo simulations. This greatly reduces 

computational costs and should, in theory, slightly improve the accuracy of the estimates. This has 

been implemented for estimating means and headcount poverty rates in version 2.0 of the povmap 

software package.46  

 

The key to calculating uncertainty is in the two random variables in equation (1): 𝜂𝑎 and 𝜀𝑎𝑠𝑖. In 

theory, these two variables could follow any distribution. In practice, however, they are typically 

assumed to be normally distributed.47 How are these used to calculate uncertainty? By estimating 

the variance of each of these error terms and then implementing a parametric bootstrap (Gonzalez-

Manteiga et al, 2008). Essentially, the above model is fit to the data, the variance of 𝜂𝑎 and 𝜀𝑎𝑠𝑖 

are estimated, and then the two error terms are randomly sampled from their estimated distributions 

to generate a new dependent variable 𝑌𝑟𝑎𝑠𝑖 for all population households. These are then used to 

generate new indicators of “truth” for a particular replication. Similarly, the model is used to 

generate a new version of the outcome in the sample data, which is then combined with the 

geospatial indicator to generate new predictions. These predictions are then compared with the 

“truth” derived from the new dependent variable𝑌𝑟𝑎𝑠𝑖 assigned to all population households.48  

After repeating this process many times, the procedure takes the average of the squared difference 

 
46 Detailed information on the relevant methodology will be available in package documentation  
47 Diallo and Rao (2018) study the possibility of skew-normal error terms. However, as of this writing, we are not 

aware of any software packages that allow for non-normal distributions. 
48 This procedure does not account for uncertainty in the estimated model parameters. Relaxing this assumption is a 

topic for further research. 
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between the estimates and the “truth” derived from the full population across all replications, 

which is used as an estimate of the Mean Squared Error associated with the model.    The square 

root of the Mean Squared Error is commonly taken as an estimate of uncertainty, often referred to 

as an estimated standard error.49  The estimated standard errors can be multiplied by 1.96 to 

generate confidence intervals, and the Coefficient of Variation for each target area can be estimated 

as the ratio of the estimated standard error to the point estimate.  

 

E. Transformations  

 

The EBP relies on the assumption that the area effect and idiosyncratic error term are normally 

distributed, both to generate point estimates and estimates of uncertainty. It is therefore common 

to transform the outcome variable to make these assumptions more palatable. Elbers et al. (2003) 

estimated poverty metrics by modeling welfare, defined as household-size adjusted income or 

consumption. As such, they recommended a log transformation, to make the welfare measure more 

normal. Figure 5 shows the results of such a transformation, using the 2019 Malawi IHS5. The left 

panel presents real per capita expenditures in levels. As is common with expenditure and income 

data, the distribution is highly right skewed, with a mass towards the left-hand side of the 

distribution; this is clearly far from normally distributed. The right panel, on the other hand, 

presents the distribution of the log-transformed real per capita expenditures. Although not perfectly 

normal, the resulting distribution is clearly much closer to normal than in the original levels. To 

put some numbers on the differences, we can compare the skewness and kurtosis of the distribution 

to those that apply to normally distributed variables (zero and three, respectively). In levels, the 

skewness is 17.3 and the kurtosis is more than 650. For the transformed variable, on the other hand, 

 
49 Bias-correction techniques may be appropriate depending on the model and estimation methodology used. 
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the skewness is 0.6 and the kurtosis is 3.8, much closer to the skewness of 0 and kurtosis of 3 

associated with the normal distribution.  

 

Figure 5: Expenditures in the Malawi IHS5 

 

 
 

The two figures show the distribution of real per capita expenditures in the 2019 Malawi IHS5. Panel A presents 

the distribution of per capita expenditures in local currency, while Panel B presents the distribution of log-

transformed expenditures. The density estimates are unweighted. 

 

While log transformations can work well for expenditure, a variety of transformations are 

implemented in the povmap (Edochie et al, 2023) and EMDI (Kreutzmann et al., 2019) R packages. 

This is useful, for example, for proportions, such as aggregating headcount poverty to the subarea 

level in the context of a subarea-level model. A common transformation for the case of proportions 

is an arcsine square-root transformation, which is sometimes referred to as the arcsin 

transformation or angular transformation. It is defined as: 
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 𝑓(𝑌) = 𝑠𝑖𝑛−1(√𝑌), (2) 

where Y is a proportion. This type of transformation is appropriate for variables that range between 

zero and one, like headcount poverty.  

 

There are other possible transformations, which we cover just briefly. The povmap and EMDI 

packages, for example, implement a Box-Cox transformation as the default, but also offer a log-

shift transformation. The log shift adds a constant before taking the log. The value of the constant 

is determined analytically through a restricted maximum likelihood procedure, as described in 

Rojas-Perilla et al. (2020).  Another option is a rank order transformation (Peterson and Cavanaugh, 

2019), which forces a normal distribution for the outcome variable. Although this does not 

guarantee that the residuals are distributed normally, in practice this seems to work well when it 

has been evaluated for poverty estimation (Masaki et al., 2020; Corral et al, 2021, Newhouse et 

al., 2022).  

 

While all of these transformations can also be back-transformed, it is not always necessary to use 

transformations when solely estimating poverty headcount or stunting rates. Any monotonic 

transformation can be applied to the welfare distribution and threshold, negating the need to make 

the comparison in the original units. This approach also has the advantage, as mentioned above, 

of enabling simple analytic calculations instead of repeated Monte-Carlo simulations to generate 

point estimates of headcount poverty, which greatly reduces computational costs and in theory 

slightly improves the accuracy of the estimates.50   

 
50 Although repeated parametric bootstrap replications are still required to estimate uncertainty even if Monte-Carlo 

simulations are not required to generate point estimates.  
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It is important to assess whether the error terms appear to follow the assumed distribution – again, 

usually a normal distribution – by examining sample residuals. Kurtosis or skewness are common 

measures for this, as mentioned above. However, a useful visualization method is a QQ (quantile-

quantile) plot. Since the quantiles of a true normal distribution are known exactly, it is possible to 

plot these theoretical quantiles of a normal distribution against the actual quantiles observed in the 

data. These plots are easily generated following model estimation using the qqnorm function in 

the R povmap or EMDI packages. Figure 6 presents QQ plots for expenditures in Malawi, using 

the exact same transformations as in Figure 5. If a variable were perfectly normally distributed, 

the scatter plot would exactly follow the purple lines in the two figures. The QQ plot for levels 

(Panel A) indicates much larger deviations from normality than the QQ plot for logs (Panel B) 

does. This is corroborated by the skewness and kurtosis, mentioned above.  

 

 

Figure 6: Quantile-quantile plots of expenditure in the Malawi I5 
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Both figures are quantile-quantile plots for expenditures in the MalaIIHS5. The left figure presents expenditures in 

levels, while the right figure presents expenditures in logs. 
 

 

 

F. Validation methods 

 

Once we have our estimates, how do we know how accurate they are? To estimate accuracy, we  

have to compare the estimates to a benchmark measure of “truth.” There are two general strategies 

used to measure accuracy, one less common method and one more common method. The less 

common method is census validation. If we have a census available, we can compare our estimates 

to the “truth” derived from the census. The definition of “truth” depends on the indicator. Many 

non-poverty indicators such as assets are usually measured in the census. Income and consumption 

are generally not, although there are a few exceptions. In cases where income and consumption is 
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not available in the census, one can impute a measure of welfare into the census using traditional 

SAE methods and use this predicted welfare as “truth.” One can add noise to this indicator to 

simulate a noisier indicator (Masaki et al, 2022). But care is required when evaluating different 

methods against a model-based benchmark, since the choice of modeling method used to generate 

the benchmark may affect the results. For example, using a benchmark measure of “truth” 

predicted using a linear regression model may overstate the performance of linear regression vis-

à-vis tree-based machine learning.  

 

Of course, a census is not usually available, which is what motivates the use of geospatial data for 

small area estimation methods in the first place. Nonetheless, census validation is the preferred 

approach to judge how well methods – particularly newer methods – perform.  In Merfeld and 

Newhouse (2022), the authors use census data from four separate countries – Madagascar, Malawi, 

Mozambique, and Sri Lanka – to evaluate the accuracy of an SAE procedure to predict a wealth 

index based on machine learning methods (XGBoost). Figure 7 reproduces one of the figures in 

that paper. With knowledge of “truth” from the census, it is possible to plot the true value on the 

x-axis against the predicted values on the y-axis.  

 

Figure 7: Census validation in Merfeld and Newhouse (2023) 
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The figure is a reproduction of Figure A3 in Merfeld and Newhouse (2023). Each 

figure plots the truth derived from a census on the x-axis and the estimates from 

SAE methods on the y-axis. 

 

In addition to graphs, census data can also calculate statistics related to accuracy and precision. 

What are some of these statistics commonly used to measure accuracy in SAE? Correlations, both 

Pearson and Spearman, are common statistics. These are useful because Pearson and Spearman 

correlations are usually closely related, and the latter is a useful measure for ranking the areas for 

targeting purposes. However, these are seldom used alone because it is theoretically possible to 
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have a correlation of one even if all the estimates are wrong.51 Other common statistics instead 

measure how far from truth each estimate is. Mean absolute deviation – defined as 
1

𝑛
∑ |𝑦𝑖 − �̂�𝑖|
𝑛
𝑖=1  

– is one option, as is mean squared deviation – defined as 
1

𝑛
∑ (𝑦𝑖 − �̂�𝑖)

2𝑛
𝑖=1 . 

 

Accuracy is not the only important statistic, however, as it is also important to report measures 

related to precision. A common measure of precision is the estimated mean squared error (MSE), 

which is generated using the parametric bootstrap procedure described above when implementing 

EBP under assumed mixed models. The standard error (SE), approximated as the square root of 

the estimated mean squared error, is also a useful indicator of precision. The width of the 

confidence interval, which is a simple product of the estimated standard error, conveys the same 

information as the SE, but in an arguably easier-to-digest format. Finally, it is useful to report 

statistics relating to the estimated coefficients of variation for the target areas, which is defined as 

the estimated standard error divided by the point estimate. For example, an area with an estimated 

poverty rate of 10 percent and a standard error of 5 percentage points would have a coefficient of 

variation of 0.5. The coefficient of variation, unlike the MSE or SE, has the important practical 

advantage of being independent of the scale of the dependent variable. For this reason, many NSOs 

use CV-based thresholds to determine if statistics should be suppressed due to lack of precision. 

However, we caution that the CV can be misleading when estimated outcomes are very close to 

zero or one.52 

 

 
51 See Corral et al (2025). As a simple example, suppose that 𝑦 = 𝑥 − 1. 𝑥 and 𝑦 will have a correlation of one, even 

though 𝑥 is never equal to 𝑦. 
52 An additional issue with using CV arises when modelling binary outcomes, like poverty. A poverty rate of 0.1 and 

0.9 are mathematically similar since we could instead model “non poverty.” Yet, the CV will be much larger with the 

estimated average of 0.1 than 0.9. 
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Beyond accuracy and precision, it is also useful to measure the coverage rate relative to a 

benchmark measure of truth. The coverage rate indicates the share of areas for which the true value 

falls within the estimated confidence interval. It is, therefore, a way to assess how accurate 

measures of uncertainty are. We often calculate 95-percent confidence intervals, which means the 

coverage rate should be equal to approximately 0.95 if uncertainty is accurately estimated.  

 

Most practical applications that use geospatial data for SAE are undertaken specifically because 

there is no recent census available. This means that, in practice, one cannot rely on census 

validation methods for these applications. This leads to the second main way to validate accuracy, 

which is cross validation. We have already discussed cross validation in the context of LASSO, 

but here we provide a bit more detail. 

 

There are many ways to implement cross validation, but we will use a single example: 10-fold 

cross validation. The idea behind cross validation is to insulate part of the data from the entire 

modelling process. In 10-fold cross validation, the data is randomly partitioned into 10 separate 

subsets, or folds. The entire workflow – from feature selection to estimation – is performed on just 

nine of these folds and then the resulting model is used to predict outcomes into the 10th fold (the 

holdout sample). This same procedure is performed nine additional times, holding out each fold 

once. Predictions in the holdout sample from each iteration can then be compared to the actual 

value in each holdout sample, creating a measure of accuracy. There are multiple variations of this 

type of cross validation, including different numbers of folds. Another common method is “leave-

one-out” cross validation, where just a single unit (or cluster) is in the holdout sample for each 

iteration. Regardless of the type of cross validation, it is of vital importance that the holdout sample 
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be completely insulated from the other folds in order for cross validation to work properly. 

Essentially this means that the holdout fold cannot be used for any type of estimation, including 

things like estimating means; it is only used to test the accuracy of out-of-sample predictions. 

 

Cross-validation raises several thorny issues, and its behavior is complex and not fully understood.  

In general, cross-validation estimates an average prediction error, averaged across hypothetical 

datasets drawn from the underlying population (Bates et al., 2023). Yet all of these hypothetical 

datasets may differ in important ways from the full census population. For example, enumeration 

areas may be more geographically dispersed in many two stage samples than the population they 

are drawn from, if National Statistics Offices are averse to sampling nearby enumeration areas.  

 

A second related issue involves the proper use of weights. Cross-validation in practice often does 

not account for sample weights, thus treating the unweighted sample as the population of interest. 

Samples, however, are often constructed by sampling enumeration areas with probability 

proportional to size, and, therefore, overrepresent larger areas. Samples may also over or under 

sample particular areas for reasons other than population. Failing to account for weights in the 

cross-validation procedure may also affect the accuracy of the reported results, though this 

behavior is not well understood in the cross-validation context. 

 

A third issue with sample cross-validation is noise in the reference value due to sampling error, 

for example, of households from within an enumeration area. The reference measure is, therefore, 

subject to sampling error, which in turn reduces estimates of model accuracy for reasons unrelated 

to the accuracy of the model predictions when evaluated against the full population. In other words, 
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sampling error can reduce estimated accuracy obtained from cross validation, even if the model 

predicted outcomes perfectly if all households were in the sample. 

 

A fourth challenging issue is whether to use block cross validation, in which all households within 

some geographic area are assigned to a fold, instead of assigning individual households to folds. 

There is currently a methodological debate in the literature regarding block cross-validation. Some 

studies argue that block cross validation is necessary to account for spatial autocorrelation in the 

data, while others argue that spatial cross-validation has no theoretical underpinning and should 

not be used for assessing accuracy (Wadoux et al., 2022).  

 

One issue with block cross-validation at the target area level is that all predictions are, by 

construction, evaluated in areas outside the sample. This is different from many practical 

applications, in which sample data is drawn from within target areas. When sample data exist from 

within target areas, Bayesian and Empirical Bayesian methods can utilize the sample data that is 

updated by predictions, but unfortunately the benefit of this cannot be tested when conducting 

block cross-validation at the target area level. Aggregating block cross-validation at the EA and 

household level to higher levels is also problematic, because of leakage. Namely, the same sample 

data in that case is used both for model estimation and evaluation, after aggregating up estimates 

from different folds to higher geographic levels. Maintaining separate test and training samples 

within each target area avoids this leakage, at the cost of substantially reducing the sample for 

training, testing, or both.    
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Overall, cross-validation is a useful second-best option for assessing the accuracy of synthetic 

predictions in cases where census data are unavailable, with appropriate caveats and 

understandings of its limitations. Block cross-validation can be useful for assessing the accuracy 

of predictions into areas outside the sample but will likely underestimate performance for sampled 

areas. Cross-validation procedures cannot accurately evaluate the accuracy of predictions from 

Bayesian or Empirical Bayesian methods for sampled areas.  Results from cross-validation of sub-

area or household-level models should not be aggregated across folds to the area level to assess 

the accuracy of target area estimates based on these models. Finally, simple cross-validation is not 

an appropriate tool for estimating uncertainty, although a nested cross-validation scheme appears 

to work better for variance estimation in many settings (Bates et al, 2023). Overall, it is useful to 

be cognizant of these limitations of cross-validation, with an understanding that the literature on 

this topic is still evolving.    

 

A final useful heuristic for accuracy involves comparing small area estimates with direct estimates 

at a more aggregate regional level higher than the target area level, for which direct survey-

weighted estimates are sufficiently reliable to publish. A graph can be useful to show discrepancies. 

A statistical test, based on Brown et al (2001), can be applied:  

𝑍 =
(�̂�𝑠𝑎𝑒,𝑟−�̂�𝑑𝑖𝑟𝑒𝑐𝑡,𝑟)

(√𝑀𝑆�̂�𝑠𝑎𝑒,𝑟+𝑉𝑎�̂�𝑑𝑖𝑟𝑒𝑐𝑡,𝑟)

, 

where �̂�𝑠𝑎𝑒,𝑟 are the outcomes estimated from the SAE model, aggregated to the region level, prior 

to any benchmarking procedure.  𝑀𝑆�̂�𝑠𝑎𝑒,𝑟 is the estimated mean squared error of the small area 

estimates for region r. This can be approximated as:  

𝑀𝑆�̂�𝑠𝑎𝑒,𝑟 =
∑ 𝑤𝑟𝑎𝑀𝑆𝐸𝑟𝑎̂𝐴𝑟
𝑎=1

𝐴𝑟
2 , 
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where  𝑀𝑆�̂�𝑟𝑎 is the estimated mean squared error of the small area estimates in area a in region 

r, 𝐴𝑟 is the number of areas in region r, and 𝑤𝑟𝑎 are population weights rescaled to sum to 𝐴𝑟. The 

R povmap and emdi packages recommend obtaining 𝑉𝑎�̂�𝑑𝑖𝑟𝑒𝑐𝑡,𝑟  using the Horvitz-Thompson 

approximation, because standard cluster-robust variance estimates can seriously underestimate 

variance by failing to account for the positive correlation in outcomes across EAs within target 

areas.   

 

However, interpreting these comparisons between model-based and direct estimates at the regional 

level must be done with care, for three reasons. First, if the sample does not cover all target areas, 

the direct and small area estimates will be based on results from different sets of areas. To address 

this, we recommend aggregating small area estimates only over sampled areas, so as to engage in 

an “apples to apples” comparison across the same set of target areas for each region. Second, it is 

useful to ensure that the same weights are used when aggregating from target areas to regions; 

often direct estimates use sample weights and small area estimates use population estimates from 

a recent census or estimates derived from geospatial data such as those provided by WorldPop. 

Use of different aggregation weights, like aggregating over different areas, exacerbates the 

discrepancies between direct and modeled estimates at the regional level, for reasons completely 

unrelated to the accuracy of the target area estimates.    

 

Even when making proper comparisons, discrepancies between direct and model-based estimates 

should not be fully attributed to model-based error, since both random and non-random sampling 

error can also influence direct estimates. While it is tempting to regard direct estimates at the 

regional level as a measure of “truth” because they are reported as official statistics, unfortunately 
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direct estimates may not always accurately represent the underlying population, if for example 

particular enumeration areas within the target areas are effectively excluded from the sample due 

to local conflict. Overall, the limitations of cross-validation and comparisons with direct estimates 

as evaluation techniques underscore the importance of rigorous evaluation of methodologies using 

census data.  

 

V. Skills and tools needed to incorporate geospatial data into small area estimation 
 

In this section, we discuss some of the key tools needed to incorporate geospatial data into small 

area estimation. We focus on the R programming language because it contains both software for 

processing geospatial data and user-friendly packages for conducting small area estimation. 

Packages for small area estimation also exist in Stata, while geospatial processing can also be 

carried out in Python. Before discussing the actual extraction of geospatial data, we first go over 

two key geospatial data types: shapefiles and rasters; as well as a closely linked concept projections 

 

a. Shapefiles 

 

Shapefiles are one of the most common formats for geospatial data. These are familiar to almost 

everyone, even for users who have not used them directly; shapefiles make up many of the maps 

you see. Shapefiles are outlines of geographic areas or other features of interest – for example, a 

shapefile could be the outlines of buildings, although they are more commonly outlines of 

administrative areas. Shapefiles work by outlining these “polygons” with points. Consider a simple 

square; you can outline an entire square with just four points. A pentagon would require five points, 

a hexagon six points, and so on. Shapefiles are just a list of points – or vertices – that outline 

different features/polygons. It is not the geographic area of the feature that increases the size of 



65 

 

shapefiles (in terms of computer memory), per se; instead, it is the number of vertices needed to 

outline the shape. Some geographic boundaries are relatively smooth on the edges, which leads to 

fewer vertices, while others such as coastlines are complicated shapes requiring many more 

vertices. While shapefiles can include descriptive information about each feature – for example, 

some countries release shapefiles that include census-derived demographic information – it is the 

geographic nature of shapefiles that make them shapefiles.  

 

b. Rasters 

 

Rasters are the second key data type to understand when working with geospatial data. Rasters 

differ geographically from shapefiles in one key aspect: shapefiles allow each feature to have 

different geographic shapes and sizes, while each cell of a raster has the exact same geographic 

dimensions. Panel A of Figure 8 is an example of raster grids. This comes from part of the largest 

city in Benin, Cotonou. Each grid cell is identical – in both outline and size – and these shapes 

cover the geographic area, with some gaps where there are no settlements (but note that the gaps 

are really made up of grid cells, they are just absent because they have no value assigned to them). 

Since each raster cell is of the exact same dimensions, the location of all grid cells can be inferred 

from knowing the exact location of one grid cell. For example, if we know the vertex (point) of 

the upper-left grid cell starts at the coordinates of (0, 0) and that each grid cell is 1-by-1, we can 

then immediately figure out the location of every grid cell in the entire raster.  

 

 

Figure 8: Example of a raster 
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This is a raster from WorldPop’s population estimates for Benin. The geographic area is part of Benin’s largest 

city, Cotonou. The left figure shows just the raster grid cells, while the right figure also includes the value associated 

with each grid cell. The grid cells are squares; they have just been “squished” to allow a side-by-side presentation 

of the two rasters. 

 

Since rasters are made up of identical grid cells, they are not generally used to display geographic 

shapes. Instead, they contain quantitative information of interest. Each grid cell could contain, for 

example, the value of precipitation, temperature, or NDVI. In the case of Figure 8, the raster comes 

from WorldPop and contains estimates of population counts. Each grid cell will contain a single 

value that corresponds to the variable it contains. Since this raster is of population, each grid cell 
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contains a single value that corresponds to the estimated population living in that grid cell. You 

can see this in Panel B. 

 

In theory, the value associated with a raster can be anything. It is also common to have rasters that 

contain multiple variables – a raster “brick” or “stack” – that is the same idea as above. Another 

way to think of this is multiple rasters stacked on top of one another. The most common file format 

for raster files is GeoTIFF files, with an associated extension of .tif. But there are other formats 

that work similarly, like netcdf, which is used to store multiple variables. Thankfully, the R 

packages we discuss below can work with many of these different formats. 

 

c. Projections 

 

One important detail to understand when working with shapefiles is how to deal with projections. 

The most common geographic format we are used to seeing in daily life is latitude and longitude. 

However, one issue with using latitude/longitude in geospatial work is that one degree of longitude 

corresponds to a different length (in kilometers) depending on the location of the globe. For 

example, at the equator, one degree of longitude (moving east or west) is around 111km. However, 

as you go north or south, this distance decreases until it is zero at the north and south poles. This 

means that latitude and longitude are not well-suited for visualizing maps if having consistent 

distances is important. This is where projections come in. 

 

Projections are different ways of showing shapefiles or rasters on a flat surface and most 

projections are specific to a geographic area; this means there are thousands of different coordinate 

systems/projections. In our Benin example, the local projection is referred to as EPSG:32631 
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(WGS 84/UTM zone 31N). This is what is referred to as a coordinate reference system, or CRS. 

One important detail about the UTM projections is that they are in meters, not degrees. This makes 

it more straightforward to calculate distances between points or areas of different shapefile features. 

The tools we discuss below make using projections a bit easier. 

 

d. R packages 

 

Many of the tools associated with extracting geospatial data are intended to obtain zonal statistics 

from the raster that apply to shapefile polygons. We focus here on the R programming language, 

but there are other options, as well, including Python and its integration with specialized geospatial 

software like QGIS or ArcGIS.   

 

The first package we recommend is the sf package (Pebesma, 2018).53 The sf package makes 

reading shapefiles easy. More importantly, it makes it easy to work with shapefiles within R, as R 

will treat shapefiles like data frames. This allows the user to easily merge/join other data or perform 

mutations as with data matrices. In addition, plotting shapefiles with ggplot is straightforward. 

Consider the following code snippet: 

library(sf) 

library(tidyverse) 

shape <- read_sf(“LOCATION OF SHAPEFILE”) 

ggplot(data = shape) + 

 geom_sf() 

 

These three lines of code will load the shapefile into memory and plot the outline of the shapefile 

in R. It is then easy to export the map using ggsave.54 

 

 
53 https://r-spatial.github.io/sf/ 
54 We load the tidyverse package in this example to allow us to use ggplot. 
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If the shapefile already contains a variable you want to map – like average temperature – you can 

slightly modify the above code to then color code that variable within the map. If the temperature 

variable is called avgtemp, then plotting is as simple as: 

shape <- read_sf(“LOCATION OF SHAPEFILE”) 

ggplot(data = shape) + 

geom_sf(aes(fill = avgtemp)) 

 

It is possible to work with shapefiles in other packages, but we have found the sf package to be 

indispensable when working with geospatial data in R.   

 

The second package we use on a daily basis is the terra package (Hijmans et al., 2022).55 We 

mainly use this to read rasters. In Figure 8, we displayed a raster of population values in Benin. 

Loading this into R is straightforward with terra: 

population <- rast(“LOCATION OF RASTER”) 

 

Plotting this is a bit more intensive due to how ggplot interacts with rasters, but extracting the data 

is more straightforward. For this, we use the exactextractr package (Baston, 2023).56 While there 

are other packages that allow users to extract raster data to shapefiles, we have found that none 

compare to exactextractr in terms of speed, which can be very important for larger rasters or 

shapefiles.57 

 

 
55 https://rspatial.org/. We note that the raster package is also commonly used in geospatial work. The terra package 

is meant to replace raster, however. 
56 https://isciences.gitlab.io/exactextractr/ 
57 The terra package also has an extract function. In our own experience, terra’s extract function works much faster 

when trying to extract raster values to points, but exactextractr works faster when extracting to polygons. This could 

very well change in the future as the terra package continues to be updated. 

https://rspatial.org/
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The following code snippet will extract the values of the WorldPop raster to a shapefile for Benin. 

Note that we want the total of population for a given shapefile feature, so we will want to sum all 

of the values in the raster within a given feature. 

shape <- read_sf(“LOCATION OF SHAPEFILE”) 

population <- rast(“LOCATION OF RASTER”) 

population <- exactextract(population, shape, fun = “sum”,  

      append_cols = c(“SHAPEID”)) 

 

The first two lines load the shapefile and the raster. The third line will extract the raster values to 

shapefile features by summing the raster population values within each feature.58 Importantly, this 

third line will create a data frame, where each column represents one shapefile feature and each 

row represents an area the feature applies to. In order to be able to join this data with the shapefile, 

we add the append_cols option, which will add the shapefile feature ID to the resulting data frame. 

You will of course need to change the name of SHAPEID to the relevant identifier in your shapefile. 

 

In Benin, we have an admin2 level shapefile. The unique identifier for each feature in this shapefile 

is admin2Pcod. In the previous code snippet, we would put “admin2Pcod” in place of “SHAPEID”, 

and the following is an example of the first few rows of the resulting data frame in R: 

(row) admin2Pcod sum 

1 BJ0101 310925 

2 BJ0102 140441 

 

The sum column represents the estimated sum of population in the BJ0101 administrative area, 

according to Worldpop.  If we were to do the same thing for many different geospatial variables, 

we would then be able to merge all these different variables together using the admin2Pcod unique 

identifier. 

 
58 It is also easy to substitute “mean” for “sum” to instead take the mean. Since we want total population, we use 

sum here. But in other contexts it may make sense to extract mean values of things like nightlight intensities. 
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There are currently packages available in R designed to streamline the acquisition of geospatial 

data. The Geodata package, for example, facilitates access to climate, crops, elevation, land use, 

soil, species occurrence, accessibility, administrative boundaries and other data. The Geolink R 

package, which will be released in early 2025, aims to automate the process of downloading raster 

data, extracting zonal statistics using exactextractR, and merging it with survey data. Packages and 

tools are evolving quickly and it is useful to periodically search the web to stay abreast of the latest 

developments.  

 

e. Conducting Small Area Estimation in R 

 

In R, we prefer to use the ebp function of the povmap package (Edochie et al, 2023) to estimate 

linear SAE models. This package is a fork of the previously mentioned EMDI package with some 

new features to facilitate estimation of headcount and means. Povmap requires the user to specify 

“census” and “sample”  dataframes, the model, the name of the variables indicating the target 

domains in the sample and population dataframe, as well as indicating several options. The ebp 

function estimates unit-level models using the empirical best prediction or empirical Bayes method 

pioneered by Ghosh and Lahiri (1987), Battese, Harter, and Fuller (1988) and Molina and Rao 

(2010). Users can also specify their choice of transformation to be applied to the dependent 

variable, which as discussed above is important given the normality assumptions imposed on both 

the random area effect and idiosyncratic error term in the model. In the case of log-shift and Box-

Cox transformations, the relevant parameter will be determined through a restricted maximum 

likelihood procedure under the assumption that the transformed dependent variable is distributed 

normally.  
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The software also contains several options for benchmarking the estimates, so that the population-

weighted averages match survey estimates at a more aggregate area that are considered to be 

representative. This can be convenient for ensuring for example that district-level estimates 

obtained through small area estimation are consistent with published state or province-level direct 

survey-weighted estimates. More details are available in the three vignettes that document the EBP 

function in the EMDI and povmap packages. Finally, as mentioned above, a developmental version 

of povmap enables the analytic calculation of point estimates by setting L, the number of Monte-

Carlo replications, to 0. This will only be implemented for the calculation of mean estimates, 

headcount poverty, and for selected transformations, the poverty gap and Gini coefficient of 

inequality. In these common cases, analytic calculations offer a large advantage in computational 

cost and speed over the standard Monte Carlo approach, as well as a slight improvement in the 

accuracy of the estimates. Povmap can also parallelize the estimation of the parametric bootstrap 

across multiple cores, which can greatly reduce computational time.  

 

Povmap offers a number of diagnostic and reporting features that are convenient for users. It 

reports the marginal and conditional R2, where the former only considers the predictor variables 

and the latter takes into account the random effect. However, as mentioned in section 4.C, the 

between-area R2, defined as 𝐶𝑜𝑟𝑟(�̅�𝑎, �̂̅�𝑎)
2
 , or the squared correlation between predicted and 

measured average outcomes at the target area level in the sample, may be a more informative 

indicator of model accuracy. This is because the model predictions are ultimately aggregated to 

the area level to generate predictions at that level. Povmap 2.0 reports these measures as well.  
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Povmap also reports the skewness and kurtosis of the residuals, and the qqnorm function will 

conveniently draw the quantile-quantile plot of the residuals, to allow for easy checking of 

normality. The write.excel function will output a few key diagnostics, the full set of estimates, and 

optionally model coefficients to an Excel spreadsheet. The documentation for povmap and EMDI 

detail these features.  

 

Finally, povmap is under active development and has a number of experimental features 

implemented in a development branch that will be released in version 2.0. These include the ability 

to estimate two-fold models, the MSE_pop_weights option for estimating MSE properly for unit-

context models, analytic point estimates to save computation costs, and more.  

 

To sum up, the necessary software packages for conducting geospatial small area estimation can 

essentially be divided into two categories: Packages to obtain and process geospatial data, and 

packages for small area estimation. The former include terra and tidyterra, for reading and 

manipulating shapefiles, and extracting raster data into shapefiles. ExactextractR is also a useful 

package for extracting raster data.  Google Earth Engine (GEE) is a comprehensive open-source 

repository of geospatial raster data. While the package rgee provides a way to access GEE from R, 

we recommend using Python through Google Colab notebooks directly to obtain geospatial data 

from GEE.  Detailed instructions are provided in the accompanying “how-to” guide. Finally, 

Geolink is an R package that is currently under development. It automates the process of 

downloading raster data, extracting zonal statistics according to grids or shapefile polygons, and 

merging it with survey data.   
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For small area estimation, we recommend using the povmap package, which builds on and extends 

the EMDI package. Version 1.0 of povmap adds features for alternative weighting methods, 

transformations, and benchmarking the results to match survey data at higher levels of aggregation. 

Version 2.0, which is currently under development, will add several additional features.  These 

include analytical calculation for several indicators, two-fold nested error models, and high-

dimensional parameter models, among others. These packages are discussed in greater detail in 

the how-to guide for geospatial small area estimation that accompanies this primer.   

 

f. Example code 
As part of this paper, we have also included a fully reproducible example for Benin. You can 

download this repository on one of the author’s GitHub page.59 The readme file on the repository 

explains the general organization of the repository and also explains how to download the required 

data. The R scripts contain numerous comments to make them easier to understand.  

  

 
59 https://github.com/JoshMerfeld/saereplication 
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VI. Conclusion  
 

    Combining survey data with geospatial data has the potential to help fill in the spatial gaps from 

two stage sample surveys and obtain more precise and accurate estimates of important 

socioeconomic outcomes including SDG indicators. Publicly available geospatial indicators, 

which can be obtained from Google Earth Engine and other sources, are particularly effective in 

measuring urbanization, which is also highly correlated with a variety of socioeconomic indicators 

such as poverty. Careful evaluations have found that incorporating geospatial data generally 

improves on direct estimates and can increase the precision of small area estimates of poverty by 

an amount equivalent to expanding the survey by a factor of 3 to 7 (Newhouse et al, 2024, Edochie 

et al, 2024).  

 

Augmenting survey data with geospatial data can be done in many ways. Bayesian or Empirical 

Bayesian methods are attractive when the target area is at a relatively high level, such as districts 

or subdistricts. These methods effectively combine the survey estimates and the model predictions, 

giving the sample more weight relative to the survey in target areas with larger sample sizes, and 

in cases when the model predicts relatively poorly. It also allows for the possibility that sampling 

error and model error at least partially cancel each other out, which becomes more likely in areas 

with large errors in one or the other. In cases where they have been evaluated, Bayesian and 

Empirical Bayesian estimates tend to generate similar predictions in practice, but the long tradition 

of Empirical Bayesian Prediction methods for SAE and the existence of publicly available and 

well-documented software make the latter attractive. On the other hand, more flexible machine 
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learning methods such as Extreme Gradient Boosting, while less transparent and more difficult to 

communicate, are also supported by publicly available and well-documented software and can 

generate more accurate predictions when the training data are sufficient to train a rich model. Deep 

learning methods such as Convolutional Neural Networks or transformer models, which generate 

predictions directly from imagery, are also a legitimate alternative. These are comparatively well-

suited for predicting very granular estimates, at the village or enumeration although as of now 

there is no consensus on how best to estimate uncertainty for these models. In addition, they require 

a large set of training data to generate accurate predictions, in some cases covering ten percent of 

the population (Zheng et al, forthcoming).    

 

Even within the set of Empirical Bayes models, there is an active research agenda on the pros and 

cons of different models. Our view is that the auxiliary data should be utilized at the lowest 

available data, which for geospatial data is typically the grid level or (hopefully) small 

administrative areas such as villages (Newhouse, 2024, Haslett, 2024). These tend to give more 

accurate and robust estimates than area-level models, particularly when the selection of EAs may 

not be fully random, for example due to conflict conditions that prevent some EAs from being 

surveyed. Area level models can also perform well but are a second best option in cases where 

lower-level geospatial data are not available. When estimating area level models, it may be more 

important to mask the geospatial indicators so that they only apply to populated areas. Of the unit-

level models, two feasible options are unit-context models and sub-area models. Although both 

use the same auxiliary data, unit-context model can perform slightly better (Newhouse et al, 2022, 

Edochie et al, 2024). It is difficult to know exactly why this is the case, but it may relate to 

modeling a continuous rather than a discrete variable. 
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An important caveat with all methods is that predictions for non-sampled areas tend to be far less 

accurate than those for sampled areas. This is a consistent finding of empirical evaluations that 

consider the two separately (Newhouse et al, 2022, Merfeld and Newhouse, Edochie et al, 2024). 

This is because areas that are not sampled tend to be systematically different from those that are 

included in the sample, for example when the first stage of the sample is selected with probability 

proportional to size. In these cases, the standard practice of adjusting for survey weights that reflect 

the inverse probability of selection does not eliminate this bias, since the sample itself is not 

representative of the population. Therefore, estimates for non-sampled areas should be treated with 

caution, and surveys can be structured to cover all target areas.  

 

A related area of active research is how best to use geospatial data to estimate inequality in small 

areas, which may require a different approach than is typically employed in small area estimation. 

This is because geospatial data can typically be linked to survey data only at a geographic level 

above the household, such as a grid or village, meaning that geospatial data cannot capture any 

variation in inequality within these grids or village. Modeling inequality in geospatial indicators 

at the grid or village level as a function of inequality in the geospatial data may be a feasible option, 

but we know of no research that has explore this question, and village level inequality measures 

may be quite noisy. This is another important question for future research.  

 

We hope this guide helps countries that are interested in using geospatial SAE to improve 

measurement of socioeconomic outcomes. Geospatial data is becoming increasingly accessible, 

with platforms such as Google Earth Engine and Planetary Computer continuing to facilitate the 
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extraction of zonal statistics and their integration with surveys. Additionally, software packages 

like R Geodata and the Geolink package (currently under development) are further streamlining 

this process. These advancements have created an enabling environment for leveraging geospatial 

data in small area estimation.  

 

While this method has great potential to improve socioeconomic measurement, it is important that 

practitioners utilize it with appropriate caution. As with any modeling work, rigorous assessments 

of input data quality and coverage, careful model-building, and thorough diagnostics are essential 

before publishing results or using them for decision-making. In particularly, relying on software 

packages to produce estimates without a clear understanding of their underlying methodologies 

can lead to misleading conclusions. Our hope is that this primer makes the steps and underlying 

methodology clearer and facilitates its responsible use.    
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Annex 1: Summary of Methodological Differences with Guidelines for Poverty Mapping  
 

This annex clarifies ways in which this primer complements, augments, or differs from the 

previously issued guidelines for poverty mapping issued by the World Bank (Corral et al, 2022). 

The primer complements and augments the guidelines in two important ways. The first is that it 

considers geospatial data as an alternative source of auxiliary data in cases in which census data 

is unavailable or old. Both the primer and the guidelines agree that using household census data 

is preferable when reliable recent household census data is available. The second is that the 

techniques outlined in the primer can be applied to many indicators besides poverty, while the 

guidelines are intended specifically for small area poverty estimation.  

 

The primer also differs with the guidelines, primarily with respect to its approach to the selection 

of statistical methods for use in small area estimation. These differences are summarized in 

Table A1. With respect to the choice of statistical methods, the guidelines strongly recommend 

the use of unit-level Empirical Best Predictor models when household-level census data is 

available, and the use of an area-level model when household-level census data is unavailable. 

The primer takes a more flexible approach that stresses that different types of linear EBP models, 

machine learning models, or deep learning models may be optimal in different settings, 

depending on the nature of the data and the target level for prediction. The primer stresses that it 

is generally preferable to use auxiliary data at the most disaggregated level, rather than 

aggregating up the auxiliary data to a higher level. When estimating linear EBP models with 

auxiliary data available below the target area, this implies that in most cases unit-context or sub-

area models would be preferred to area-level models.  
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Two key differences regarding the discussion of methods involves the choice of weighting 

approaches for linear EBP models and the potential presence of bias in unit-context models. The 

primer suggests the use of the “conditional weights” methods proposed by Bates et al (2014). 

This method takes survey weights into account when estimating all parameters of the model 

except for the optimal weight to give the survey, vis-à-vis the synthetic predictions, when 

conditioning on the survey. The guidelines recommend the use of the Stata SAE package, which 

utilizes the weighting method proposed by Van der Weide (2014) which is derived from You and 

Rao (2002). This weighting method accounts for weights when estimating the model coefficients 

and random effect means, but not when estimating the variance components. This will bias the 

estimates in the usual case in which adjusting for weights affects the estimated variance of the 

error terms in the model.  

 

This relates to an ongoing debate in the literature regarding the presence of bias in unit-context 

models. Corral et al (2021) claims that omitting household level variables from a model 

specification creates omitted variable bias that leads to systematic bias in the unit-context model. 

Masaki et al (2022) and Newhouse et al (2022) find little evidence of systematic bias in estimates 

generated using unit-context models applied to geospatial data. Edochie et al (2024) find that 

poverty estimates are systematically overestimated when using the weighting method proposed 

by Guadarrama et al (2018) which like Van der Weide (2014) does not account for weights when 

estimating variance components. However, in Edochie et al (2024) there is little systematic bias 

when the model is estimated without adjusting for weights. A potential explanation that is 

consistent with these results is that unit-context models, which omit household variables from the 

set of predictors, utilize less variation in the predictors and therefore have a smaller effective 
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sample size. This could make these models more susceptible than unit-level models to bias in the 

variance components caused by using a weighting method that does not fully adjust for weights. 

Ongoing research is currently investigating this issue in more detail.    

 

The primer slightly differs from the guidelines with respect to two other methodological details 

related to model selection. Both the primer and the guidelines suggest using LASSO in an initial 

step to identify predictor variables to include in the model. The guidelines then recommend 

conducting a test for collinearity and removing any predictors with a variance inflation factor 

(VIF) greater than 10. The primer agrees that collinearity can be a concern, especially when 

predicting into out of sample areas, but suggests that removing colinear variables can decrease 

in-sample predictive performance and leaves the decision of how to treat collinear variables to 

the discretion of the analyst. A second detail with respect to model selection is whether to 

include regional dummy variables, where region is defined as a geographic level for which the 

survey data is considered to be “representative” and direct estimates can be published. The 

guidelines do not take a position on whether regional dummies should be included in the model. 

The primer recommends that regional dummies be “forced” into the model during the LASSO 

selection, on the grounds that their inclusion helps make predictions more accurate.  

 

The final methodological issue on which the primer and guidelines differ is on benchmarking the 

final estimates. Benchmarking refers to adjusting the estimates ex-post to be consistent with 

survey estimates at a more aggregated level considered to be reliable, such as state or province 

estimates. Often simple ratio benchmarking is used, in which all target area estimates within a 

region are multiplied by a constant to achieve consistency between the model-based estimates 
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and survey estimates at a more aggregate level. The guidelines take the position that 

benchmarking is sub-optimal but may be necessary for practical reasons. The primer agrees that 

benchmarking may be desirable for practical reasons but does not take a position on whether 

benchmarking makes the estimates more or less accurate.  
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Table A1: Summary of Differences in Methodological Recommendations between Primer and Poverty Mapping Guidelines  

 

Issue  Guidelines  Primer  

Nature of auxiliary data  Census data  Geospatial data  

Approach to statistical 

methods 

Recommends use of EBP 

model when household level 

data are available and Fay-

Herriot area level in other 

cases  

Recommends selecting between a wide range of approaches, each 

with pros and cons that depend on the context. Candidate methods 

include unit-level, unit-context, or sub-area linear EBP models, area-

level models, EBP models with high dimensional parameters, machine 

learning methods and deep learning methods. Recommends using 

auxiliary data at the most disaggregated level available.  

Machine learning and deep 

learning 

Machine learning and deep 

learning have potential but 

are not recommended for use.   

Deep learning approaches are a viable option but have pros and cons 

relative to traditional linear models. Deep learning appears to be better 

suited for cases where highly disaggregated estimates such as village-

level estimates are needed. Deep learning or machine learning 

approaches are also more desirable when accuracy is a primary 

concern, sufficient training data exist, uncertainty estimates are not 

required, and the required expertise and computing power are 

available 

Choice of weighting methods 

in linear EBP models.  

Recommends using a 

weighting method that does 

not adjust for weights when 

estimating variance 

components.  

Recommends use of a weighting method that adjusts for weights when 

estimating all parameters, except when calculating the optimal weight 

to give survey data vis-à-vis auxiliary data.  

Bias in the unit-context 

model  

Unit-context models are 

biased due to omitted 

household-level variables.  

Unit-context models are not necessarily inherently biased, but may be 

more susceptible to bias when the variance component is not properly 

estimated. Ongoing research will contribute new evidence on bias in 

the unit-context model.  

Collinearity in model 

selection  

Models can be selected using 

LASSO, followed by a test of 

multicollinearity.  

Models should be selected using LASSO. Further tests for 

multicollinearity may be appropriate depending on the judgment of 

the modeler.   

Inclusion of regional dummy 

variables, where region is 

defined as a geographic level 

Makes no recommendation 

regarding the inclusion of 

Recommends the inclusion of regional dummy variables in the model 

by forcing their inclusion during LASSO selection.  
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at which the survey is 

considered to be 

representative.  

regional dummy variables in 

the model.  

Benchmarking estimates to 

survey-derived estimates at 

higher levels  

Benchmarking should be 

avoided if possible because 

estimates become 

suboptimal.  

Benchmarking is a viable option that can correct bias and improve the 

accuracy of estimates in some settings.  

 


